
COHERENCE OF STRICT EQUALITIES IN DEPENDENT TYPE
THEORIES

RAFAËL BOCQUET

Department of Programming Languages and Compilers, Eötvös Loránd University, Budapest,
Hungary
e-mail address: bocquet@inf.elte.hu
URL: https://rafaelbocquet.gitlab.io/

Abstract. We study the coherence and conservativity of extensions of dependent type
theories by additional strict equalities. By considering notions of congruences and quotients
of models of type theory, we reconstruct Hofmann’s proof of the conservativity of Extensional
Type Theory over Intensional Type Theory. We generalize these methods to type theories
without the Uniqueness of Identity Proofs principle, such as variants of Homotopy Type
Theory, by introducing a notion of higher congruence over models of type theory. Our
definition of higher congruence is inspired by Brunerie’s type-theoretic definition of weak
∞-groupoid. For a large class of type theories, we reduce the problem of the conservativity
of equational extensions to more tractable acyclicity conditions.

1. Introduction

Equality and computation are central components of type theories. The computational
content of a type theory is presented by elimination rules (often called β-rules), and perhaps
uniqueness rules (usually called η-rules) or more exotic rules (such as the ν-rules considered in
[AMB13]). This computational content is typically explained by the means of a normalization
algorithm. In presence of identity types, there is a distinction between two notions of equality
between terms of a type theory. Internally, the identity types provide the notion of internal
equality, also often called propositional equality, or sometimes typal equality to emphasize
that it does not have to be truncated. Externally, we can also compare terms up to strict
equality, which is the proof-irrelevant equality of our metatheory. Strict equality is also often
called definitional or judgemental equality.

When working internally to a type theory, it is desirable to have as many strict equalities
as possible. Indeed, equalities that hold strictly are equalities that can be implicitly and
silently coerced over. On the other hand, equalities that are only internal require explicit
transports and coercions, which quickly clutter the terms of the theory. Conversely, the
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trade-off is that type theories with additional strict equalities have fewer models, and their
semantics are therefore more complicated.

Hofmann proved in [Hof95] a conservativity theorem, showing that all equalities in a
type theory can conservatively be made strict, in the presence of enough extensionality
principles in the base type theory. The most important of these extensionality principles
is the Uniqueness of Identity Proofs (UIP) principle, which states that any two proofs of
a weak equality are themselves weakly equal. A more syntactic proof was later given by
Oury [Our05] for the calculus of constructions. Oury’s proof had some issues, mainly due
to a presentation of the syntax of type theory with too few annotations. An improvement
of Oury’s proof and a presentation of this result as a constructive and effective syntactic
translation has been given recently by Winterhalter et al [WST19].

Since Hofmann’s proof of conservativity, there has been a lot of interest going into
the study of type theories with non-trivial higher dimensional content inconsitent with
UIP [HS94], and their semantics in homotopy theoretic [AW09, KLV12] and ∞-categorical
structures [KS17]. For type theories without UIP, strict equalities are even more important,
because they are automatically coherent. Thus having more strict equalities means that
we escape not only “transport hell”, but also “higher-dimensional transport and coherence
hell”. Conversely, it is in practice much harder to justify strict equalities in many homotopy
theoretic models. Some authors have even considered weak variants of the basic computation
rules of type theories. For instance, weak identity types, whose computation rule only holds
up to internal equality, have been introduced by [vdB18], under the name of propositional
identity types. The path types of cubical type theories [CCHM17] also only satisfy weakly
the computation rule of identity types. Other type structures can be weakened similarly, and
we can even consider type theories whose computation rules are all expressed by internal
equalities instead of strict equalities. At the level of types and universes, instead of assuming
that each type former is strictly classified by some code in the universe, we can ask for
them to be classified only up to type equivalence. These weak Tarski universes have been
introduced in [Gal14]. The fact that homotopy type theory with strict univalent universes,
rather than weak universes, can be interpreted in every (∞, 1)-topos has only been established
recently [Shu19].

In this setting, we can wonder how type theories with varying amounts of strict equalities
can be compared. More precisely, we wish to know how to establish coherence and strictifi-
cation theorems, that would allow us, when working internally to a model of a weak type
theory, to pretend that it satisfies more strict equalities than it actually does, by replacing
it by an equivalent stricter model. The question of the conservativity of strong identity
types over weak identity types has been asked at the TYPES 2017 conference [ACC+17],
motivated by the fact that the path types in cubical type theory only satisfy the elimination
principle of weak identity types. This was also the original motivation for the present paper.

We give some examples of weakenings and extensions of homotopy type theory that
ought to be equivalent to standard homotopy type theory. We believe that the coherence
theorems presented in this paper brings the proofs of these equivalences within reach.

Examples 1.1.
• Weakening the β and η computation rules of identity types, Σ-types, inductive types, etc,
gives a weaker variant of HoTT.
• We can add strict equalities that make the addition on natural numbers into a strictly
associative and commutative operation. That is, while the inductive definition of (−+−) :
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N → N → N only satisfies the strict equalities 0 + y = y and (suc x) + y = suc (x + y),
we would add the strict equalities x + 0 = 0, x + (suc y) = suc (x + y), x + y = y + x,
(x+ y) + z = x+ (y + z), etc.
• Similarly, we could make the composition of equalities into a strictly associative operation,
optionally with strict inverses.
• We can extend the theory with a universe of strict proposition [GCST19] that is equivalent
to the universe of homotopy propositions.
• Similarly, we can extend the theory with universes of strict categories, strict rings, etc,
that satisfy strictly the equations of the theories of categories, rings, etc.
• We can extend the theory with a universe of “strictly” pointed types SPtType, equivalent
to the universe of pointed types PtType , (A : U)×A, with a smash product operation
(− ∧ −) : SPtType → SPtType → SPtType with more strict equalities than the smash
product of PtType. This would provide an alternative interpretation of Brunerie’s rewriting
based method to prove that the smash product is a symmetric monoidal product on pointed
types [Bru18].

Some progress has been made by Isaev in [Isa18c]. In that paper, Isaev defines the notion
of Morita equivalence between type theories, and gives some characterizations of that notion.
A first conservativity result in the absence of UIP is also proven, showing that type theories
with weak or strong unit types are Morita equivalent.

The constructions by Isaev [Isa18b] and Kapulkin and Lumsdaine [KL16, KL18], of
Quillen model or semi-model structures over the categories of models of type theories, are
also extremely relevant for our work. In particular, as remarked in [KL16], Hofmann’s
conservativity theorem proves exactly that the morphism 0ITT → 0ETT between the initial
models of intensional type theory and extensional type theory is a trivial fibration of their
semi-model structure. The weak equivalences of the same semi-model structure correspond
to a weaker notion of conservativity than trivial fibrations. Isaev’s definition of Morita
equivalence relies on that notion of weak equivalence.

This paper builds on top of the aforementioned work. While Isaev considers the notion of
Morita equivalence for arbitrary morphisms between type theories, we restrict our attention
to the equational extensions of a weak type theory Tw to a strong type theory Ts, by a
family of equations Te, which should hold weakly in Tw and strictly in Ts. We then establish
sufficient conditions for the theories Tw and Ts to be Morita equivalent.

The situation can be compared to other well-known coherence theorems, such as Mac
Lane’s coherence theorem for monoidal categories [Lan63]. They can often be stated in
multiple different ways. For example, here are two related ways to state the coherence
theorem for monoidal categories.
(1) Every (weak) monoidal category is monoidally equivalent to a strict monoidal category.
(2) In a freely generated monoidal category, every diagram made up of associators and

unitors commutes.
The statement (1) is generally the one that we want to use: it allows us to work with any

weak monoidal category as if it was strict. The statement (2) is however perhaps easier to
prove, because free monoidal categories can be seen as syntactic objects, that are relatively
easy to describe explicitly and understand. See [JS91] for a proof of the statement (1) that
relies on the statement (2). In the case of monoidal category, it is actually possible to
prove the statement (1) more directly using representation theorems similar to the Yoneda
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lemma. This kind of approach does not seem suitable for the coherence theorems that we
are interested in.

The main result of this paper is a coherence theorem for type theories that is analogous
to the fact the statement (1) can be deduced from the statement (2). It states that to
establish the conservativity of the extension of a weak type theory Tw to a strong type
theory Ts by a family of equations Te, it suffices to check, for every cellular model C of Tw (a
cellular model is a model that is freely generated by some types and terms), that the higher
congruence on C freely generated by the equations of Te exists and is acyclic. The acyclicity
condition encodes the same idea as the fact that every diagram made up of associators and
unitors commutes in a freely generated monoidal category.

The main problem lies in the details of the definition of the notion of higher congruence.
An ordinary congruence over a model C consists of equivalence relations on the families of
types and terms of C, that should be preserved by all type-theoretic operations. Equivalently,
a congruence can be seen as an extension of the set-valued model C to a model valued in
setoids. A higher congruence over C should instead be an extension of C to a model valued
in weak ∞-groupoids, or spaces.

Defining higher congruences requires choosing a model of weak ∞-groupoids among
many. Our solution is to base our definition of higher congruences on a reformulation of
Brunerie’s type-theoretic definition of weak ∞-groupoid [Bru16, Appendix A]. We note that
Brunerie ∞-groupoids are known to be equivalent to the other models of spaces, thanks
to work by Henry [Hen16]. Using other models of weak ∞-groupoids, such as simplicial or
cubical Kan complexes, could also potentially work, but using a type-theoretic definition
seems to make the shapes of different objects involved (models of the base type theories and
higher congruences) match up. Concretely, we will define a new type theory Tw,2 extending
the weak type theory Tw, and define a higher congruence over a model C of Tw to be a model
D of Tw,2 whose underlying model of Tw is equivalent to C. The higher congruences freely
generated by some equations then become the initial models of some type theories, which
are syntactic objects that can be handled using standard type-theoretic techniques (such as
parametricity, logical relations, etc).

We don’t give any application of our coherence theorem in this paper, which is instead
focused on proving general results that hold for a wide class of type theories. Another paper
is in preparation with proofs of acyclicity for type theories with weak variants of the standard
type-theoretic structures (identity types, Π-types, Σ-types, inductive types, universe, ...). We
also hope to include some of the other examples of examples 1.1. The proof of acyclicity relies
on ideas from a paper of Lasson [Las14], which proves the canonicity of the weak∞-groupoid
laws definable in Brunerie’s type theory. In our setting that result can be reinterpreted as a
proof of the fact that the higher congruence that is freely generated by the empty family of
equations is acyclic. For higher congruences generated by non-empty families of equations,
Lasson’s construction can be combined with a normalization proof. As a general heuristic,
we expect acyclicity, and hence coherence and conservativity, to hold whenever the strong
type theory admits a well-behaved normalization algorithm.

Outline of the paper. In section 2, we introduce our notations and conventions, and
review the notion of Category with Families (CwFs) and associated definitions (contextual
CwFs, cumulative CwFs and families of telescopes). We make extensive use of the internal
language of presheaf categories to describe our constructions. We also give a formal definition
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of type theory signature, extending the notion of QIIT-signature of [KKA19], although we
only use it informally in the rest of the paper.

In section 3, we define the structures of weak identity types and weak Π-types, and
derive some basic tools that are necessary to work with them. In particular, we don’t assume
that our type theories include Σ-types, but we prove results that allow us to work as if we
had Σ-types.

In section 4 we recall, and adapt to our setting, the classes of maps of the semi-model
structure introduced in [KL16]. We also study further the trivial fibrations, which are
defined by some surjectivity conditions, and show that they correspond (up to (contextual)
isomorphism) to the quotients of a well-behaved class of congruences, which we call fibrant
congruences.

In section 5 we define the notion of equational extension of a theory by a family of
internal equalities and recall the notion of Morita equivalence between type theories of
[Isa18c].

In section 6 we use the notion of fibrant congruence and its relationship with trivial
fibrations to obtain characterizations of Morita equivalences of type theories for strict type
theories, i.e. type theories that satisfy the UIP principle. We obtain the following variant of
Hofmann’s conservativity theorem.

Theorem (Simplified statement of theorem 6.4). Let Tw be a type theory with a cumulative
hierarchy of universes and weak identity types satisfying the UIP principle. Let Ts be the
extension of Tw with the equality reflection rule.

If either of the following two conditions is verified, then Tw and Ts are Morita equivalent.
(1) The theory Tw includes Π-types with a strict β-rule.
(2) The category Modcxl

w of contextual models of Tw, equipped with the classes of weak
equivalences, fibrations and cofibrations defined in section 4, is a semi-model category. y

In section 7 we introduce our notion of type-theoretic higher congruence, and use it to
obtain characterizations of Morita equivalences for equational extensions of type theories.

Given any type theory Tw, we define a type theory Tw,2 extending Tw, such that ordinary
models of Tw,2 correspond to models of Tw valued in ∞-groupoids.

Given any equational extension Te over Tw, we will define a further extension Tw,2,e of
Tw,2. The left adjoint L : Modw →Modw,2,e of the adjunction between the categories of
models of Tw and Tw,2,e can be seen as a functor associating to every model C of Tw the
higher congruence over C freely generated by the equations of Te.

Using these notions, we prove the following coherence theorem.

Theorem (Simplified statement of theorem 7.9). Let Tw be a type theory with a cumulative
hierarchy of universes and weak identity types, and let Te be a family of internal equalities of
Tw.

Let Ts be the extension of Tw obtained by making the internal equalities of Te strict.
If for every cellular (i.e. freely generated) model C of Tw, the morphism C → Lw,2,e C is

a weak equivalence and Lw,2,e C is acyclic, then Tw and Ts are Morita equivalent. y

In section 8, we show that the first condition of theorem 7.9 holds as soon as the theory
Tw has Π-types with a strict β-rule. We obtain the following coherence theorem, which is
the main theorem of this paper.

Theorem (Simplified statement of theorem 8.4). Let Tw be a type theory with a cumulative
hierarchy of universes and weak identity types, and let Te be a family of internal equalities of
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Tw. We assume that Tw also includes Π-types with a strict β-rule. We also assume that Te
includes the computation rules of the weak identity types of Tw. Let Ts be the extension of
Tw obtained by making the internal equalities of Te strict.

If for every cellular (i.e. freely generated) model C of Tw, Lw,2,e C is acyclic, then Tw
and Ts are Morita equivalent. y

Agda formalization. Some of our constructions are expressed in the type-theoretic internal
language of presheaf categories, and have been formalized in Agda. The Agda development can
be found in the files attached to the arXiv version of the paper or at https://rafaelbocquet.
gitlab.io/Agda/CoherenceStrict/.

2. Background

We recall in this section the semantics of type theories in categories with families (CwFs),
and introduce the tools and notations that we will use in this paper. We will make use in
particular of the internal type-theoretic language of the presheaf category Psh C as a tool to
define and work with type-theoretic structures over a CwF C.

2.1. Metatheory and basic notations.
(1) We assume that a sufficiently large hierarchy of universes is available in the ambient

metatheory. The sets of dependent function are written (a : A)→ B(a), and dependent
functions are introduced by (a : A) 7→ b(a). We often use braces {} to indicate implicit
arguments. For instance, given a function f : {a : A} → B a→ C a, and elements a : A
and b : B a, we will just write f b for the application of f to a and b. We write f {a} b
or fa b when we want to make the argument a explicit.

The sets of dependent pairs are written (a : A) × B(a), and dependent pairs are
introduced by (a, b).

(2) We assume the axiom of choice. As currently formulated, our results do not hold
constructively, as we will note in remark 4.3. We believe that they could be reformulated
so as to hold constructively. Alternatively, it should be possible to bypass the non-
constructive parts in the case of type theories with decidable equality and decidable type
checking.

(3) We denote the set of objects of a small category C by |C|, and the set of morphisms
between x, y : |C| by C(x→ y). We may also quantify over objects of a category using
either (x : C) or (x : Cop) instead of (x : |C|); in that case, it is often understood that all
constructions depending on x are covariantly or contravariantly natural (or functorial)
in x.

(4) We denote the composition of morphisms f : C(A → B) and g : C(B → C) by either
(f · g) : C(A → C) or (g ◦ f) : C(A → C). The diagrammatic composition order
(f · g) is preferred in presence of commutative diagrams, contravariant actions on the
left (e.g. f? (g? X) = (f · g)? X) and covariant actions on the right. The standard
composition order (g ◦ f) is usually used in presence of contravariant actions on the right
(e.g. X[f ][g] = X[f ◦ g]) and covariant actions on the left (e.g. (f ◦ g)(x) = f(g(x))).

(5) Given a category C, we denote the slice category over an object x : |C| by (C/X), and
the coslice category under an object x : |C| by (C\x).

https://rafaelbocquet.gitlab.io/Agda/CoherenceStrict/
https://rafaelbocquet.gitlab.io/Agda/CoherenceStrict/
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2.2. Internal language of presheaf categories. Fix a base category C. We recall how
the presheaf category Psh C is given the structure of a model of extensional type theory.
We refer the reader to [Hof97, HS97] for a more detailed presentation of this structure.
(1) The objects of Psh C are presheaves over C, i.e. functors from Cop to Set, and the

morphisms are natural transformations. Given a presheaf X : Psh C, we denote by
|X|Γ : Set its component at an object Γ : |C|, and write x[f ] : |X|Γ for the restriction
of an element x : |X|∆ by a morphism f : C(Γ→ ∆). We may also occasionally write
|X|f : |X|∆ → |X|Γ for the restriction operation.

(2) A type of Psh C over a presheaf X : C is a dependent presheaf over X, or equivalently a
presheaf over the category of elements (C/X). Given a dependent presheaf Y over X,
we may denote its component at an object Γ : |C| by |Y |Γ : (x : |X|Γ)→ Set. We may
also introduce a dependent presheaf Y over X by writing

Y : {Γ : Cop} → |X|Γ → Set.

A term of type Y over a presheaf X : C is a dependent natural transformation from X to
Y , or equivalently a global element of Y when seen as a presheaf over (C/X). We may
introduce a dependent natural transformation y from X to Y by writing

y : {Γ : Cop} → (x : |X|Γ)→ |Y |Γ x.
(3) The Yoneda embedding is written よ : C → Psh C. The presheaf represented by an

object Γ : |C| is written よΓ : Psh C.
(4) The presheaf universe PshC,i is the classifier of i-small dependent presheaves. Given

any presheaf X, a global element of PshC,i over X is a dependent presheaf over X. Its
definition can be computed using the Yoneda lemma: for every object Γ : C,

∣∣PshC,i
∣∣
Γ

has to be (isomorphic to) the set of i-small dependent presheaves over the representable
presheaf よΓ.

We will ignore most size issues and omit universe levels in this paper, and write just
PshC for the presheaf universe at any universe level.

(5) Most type structures available externally, such as Π-types, Σ-types, quotients and indexed
inductive types are also available in the presheaf model Psh C. The presheaf universes
PshC are closed under those. We use the same notations internally to Psh C as in the
external metatheory, e.g. (a : A)→ B a for Π-types, etc.

Even though we assume the axiom of choice in our external metatheory, it may not
hold internally to Psh C.

(6) The presheaf model Psh C supports extensional equality types; we can reason about
equality internally in the same way as we do externally.

We will also need the notion of locally representable dependent presheaf, which is the semantic
counterpart of the syntactic notion of context extension.

Definition 2.1. A dependent presheaf Y : Psh (C/X) is said to be locally representable
if for every Γ : |C| and x : |X|Γ, the presheaf Yx : Psh (C/Γ) defined by

(C/Γ)op 3 (ρ : C(∆→ Γ)) 7→ |Y |∆ x[ρ] ∈ Set

is representable.
This condition can be unfolded into one of the following equivalent definitions.

(1) For every Γ : |C| and x : |X|Γ, we have an extended object Γ B x, a projection map
px : C(Γ B x → Γ) and a generic element qx : |Y |ΓBx x[px], satisfying a universal



8 RAFAËL BOCQUET

property: for every ∆ : |C|, ρ : C(∆ → Γ) and y : |Y |∆ x[ρ], there is a unique map
〈ρ, y〉 : C(∆→ (ΓB x)) such that 〈ρ, y〉 · px = ρ and qx[〈ρ, y〉] = y.

The reader familiar with the notion of category with families will have recognized the
combinators used in Dybjer’s original definition of CwF [Dyb95].

(2) For every Γ : |C| and x : |X|Γ, the category of elements (C/Γ/Yx) has a terminal object
(ΓB x,px,qx).

(3) The natural transformation π1 : Σ X Y → X is a representable natural transformation
in Psh C, i.e. for every representable presheaf よ Γ of C and natural transformation
x :よ Γ→ X, there is a pullback square

よ (ΓB x) Σ X Y

よ Γ X

y
π1

x

where the pullback よ (ΓB x) is representable. See also Awodey’s definition of natural
model of type theory [Awo18].

(4) We work in the internal language of Psh C and write ObC for the constant presheaf of
objects of ObC and よ : ObC → PshC for the internalization of the Yoneda embedding.
We have global elements X : PshC and Y : X → PshC .

For every global object Γ : ObC and global element x :よ Γ→ X, the following type
is inhabited

((ΓB x) : ObC)× (よ (ΓB x) ' ((γ :よ Γ)× Y (x γ))).

The notion of global element could be internalized using the flat modality of crisp type
theory, as done in [LOPS18].

Local representability is a structure on dependent presheaves, although it is categorically
irrelevant. There are universes RepPshC,i of i-small locally representable presheaf families,
defined analogously to the presheaf universes. The universes (RepPshC,i) of representable
presheaf families are closed under dependent pairs. y

From now on, we will say that a dependent presheaf is representable to mean that it is
locally representable. Because we usually consider dependent presheaves, for which there is no
non-local notion of representability, this should be unambiguous. Also note that in presence
of finite products, local representability is equivalent to representability for non-dependent
presheaves.

2.3. Categories with (representable) families. We use categories with families
(CwFs) as our models of type theory.

Definition 2.2. Internally to a presheaf model Psh C, an internal representable family
is a pair (Ty,Tm) with Ty : PshC and Tm : Ty→ RepPshC .

A category with families (CwF) is a category C equipped with a distinguished terminal
object (written �) and a global representable family (TyC ,TmC), consisting of a presheaf TyC
and a locally representable dependent presheaf TmC over TyC . y

One can check that unfolding this definition gives a notion of CwF that is isomorphic (or
at least equivalent, depending on the precise definitions of the universes PshC and RepPshC)
to the standard definition.
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A presentation of a type theory consists of algebraic operations and equations over CwFs.
This definition can be made formal using a notion of type theory signature extending the
notion of QIIT-signature from [KKA19].

Definition 2.3. The type theory of type theory signatures is defined to include the following
structures.
(1) A universe U of sorts.

U type

A : U
El A type

(2) A subuniverse U of representable sorts (sorts for which context extension is permitted).

U type

A : U
A : U

(3) Dependent function types with arities in U .

A : U [a : El A] B(a) type

Π A B type

[a : El A] b(a) : B(a)

lam b : Π A B

f : Π A B a : El A

app f a : B(a)

They are used to specify the arguments of the operations and equations in a signature.
The facts that these Π-types take arities in U is similar to the strict positivity restriction
of inductive types.

(4) Dependent function types in U with arities in U .

A : U [a : El A] B(a) : U
Π A B : U

[a : El A] b(a) : El B(a)

lam b : El (Π A B)

f : El (Π A B) a : El A

app f a : El B(a)

They are used to encode the fact that the arguments of the operations and equations in
a signature can live in extended contexts.

(5) Extensional equality types.

A type x, y : A

EqA x y type

x : A

refl x : EqA x x

p : EqA x y

x = y

p : EqA x x

p = refl x

(6) A unit type and dependent pair types.

1 type

A type [a : A] B(a) type

Σ A B type

A type theory signature is a closed type in the syntax of the theory of type theory
signatures. An extension of a type theory signature T is a dependent type T′ over T. It
gives rise to an extended signature (x : T)× T′ x. y

Any type theory signature can be interpreted in any presheaf model PshC ; the universe
U of sorts is interpreted as the presheaf universe PshC , the universe U of representable sorts
is interpreted as the universe RepPshC of locally representable presheaf families, and the
other components are interpreted by the standard Π-types, Σ-types, and equality types of
the presheaf model. For example, the signature of CwFs is

TCwF , (Ty : U)× (Tm : Ty→ U).

The interpretation of TCwF in a presheaf model gives exactly the presheaf of internal rep-
resentable families. The sort Tm of terms is representable, while the sort Ty of types is
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not. Thus type-theoretic structures extending the signature of CwFs are allowed to contain
operations with higher-order arguments (i.e. binders), but the higher-order arguments can
themselves only depend on Tm.

Other type-theoretic structures can be described by extensions of the signature of CwFs.
For example, the structure of Π-types with strict β and η rules consists of operations Π, lam
and app and equations appβ and Πη, specified by the following signature extending TCwF.

Π : (A : Ty)(B : Tm A→ Ty)→ Ty

lam : {A,B}(b : (a : Tm A)→ Tm (B a))→ Tm (Π A B)

app : {A,B}(f : Tm (Π A B))(a : Tm A)→ Tm (B a)

appβ : {A,B, b, a} → app (lam b) a = (b a)

Πη : {A,B, f} → lam (app f) = f

Again, one can check that unfolding the interpretation of this signature in presheaf
categories gives a definition that is equivalent to the usual external definition of Π-type
structures over CwFs.

Note that this definition of type-theoretic structure allows us to work with the syntax
of type theories in the internal language of presheaf categories using higher-order abstract
syntax (HOAS). Indeed, presheaf models have been used to justify HOAS [Hof97, Hof99].

We included the definition of type theory signature for completeness, and to justify the
quantifications on all type-theories appearing in this paper. However, being fully formal
with it would require us to develop its theory further, which we believe to be outside of the
scope of this paper. Thus we will only use this notion informally. It may seem to invalidate
our claim that our theorems are valid for arbitrary type theories. However, it will be quite
clear that all of the constructions that we perform in this paper and that depend on the
actual signature are uniform in the type-theoretic operations of the signature. For instance,
when defining the interpretation of the Π type former in a model, the interpretation will only
depend on the shape of the type former Π : (A : Ty)(B : Tm A→ Ty)→ Ty, but never on
the presence of any other operation in the signature, and would work just as well for any
other type former X : (A : Ty)(B : Tm A→ Ty)→ Ty.

All of the arguments presented in this paper can alternatively be checked independently
for any concrete type theory.

We however refer the reader to two similar general definitions of type theories. Capriotti’s
rule framework [Cap17b, Cap17a] is similar to our definition, without the strict positivity
restriction on Π-types, and without the Π-types with arities in U . This implies that the type
formers can include unrestricted higher-order arguments, which may fail to have well-defined
categories of models or initial models. Uemura’s representable map categories [Uem19]
can encode almost the same type theories as our definition. The main difference is that
our definition generalizes QIIT-signatures and generalized algebraic theories (i.e. algebraic
theories with dependent sorts), whereas Uemura’s definition generalizes essentially algebraic
theories (i.e. algebraic theories with partial operations). This does not change the class
of presentable type theories, but the additional structure of generalized algebraic theories
is crucial for the present paper. Another minor difference is that we only consider finite
signatures. The semantics of representable map categories are given by functorial semantics,
whereas the semantics for our notion of signature is more directly defined by induction on
the signatures, as in [KKA19].
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We will only consider type theories that extend the signature of CwFs (and cumulative
CwFs, which will be introduced later) by new operations and equations only, that is type
theories whose only sorts are the non-representable sort of types and the representable sort
of terms.

From the generalized algebraic presentations of CwFs and type-theoretic structures, we
obtain a 1-category ModT of models from any signature T. The objects of ModT are CwFs
equipped with the additional type-theoretic structures of T. The morphisms are functors,
with additional actions on types and terms, strictly preserving the chosen terminal object
and the representing objects for the context extensions and the type-theoretic operations
of T. Given a morphism F : ModT(C → D), we will denote its actions on types and terms
by F : {Γ : Cop} → |TyC |Γ → |TyD|F Γ and F : {Γ : Cop}{A : |TyC |Γ} → |TmC |Γ A →
|TmD|F Γ (F A).

We also automatically obtain the existence of an initial object 0T of ModT. We adopt
the algebraic point of view on the syntax of type theory: we only work with the abstract
characterization of the syntax as the components of an initial object, and don’t try to give
any more explicit construction of this initial object.

More generally, ModT is a finitely locally presentable category, and is in particular
complete and cocomplete. We also automatically obtain that freely generated models exist.
We write Free(. . . ) for freely generated models. For example, Free(Γ `) is the model freely
generated by a single object Γ, Free(Γ ` A : Ty) is the model freely generated by an object Γ
and a type A over Γ, and Free(Γ ` a : Tm A) is the model freely generated by an object A,
a type A over Γ and a term a of type A. We use bold symbols (Γ, A, a, etc) to distinguish
the generators of a freely generated model. These models satisfy some universal properties.
For instance, the morphisms Free(Γ `)→ C are in natural bijection with the objects of C.

We denote the 1-category of CwFs without any additional structure by CwF.
For some purposes, it may have been preferable or more elegant to work with 2-categories

of models, weak morphisms (i.e. morphisms that only preserve the terminal object and
the context extensions up to isomorphism) and natural transformations. We will however
need to consider additional structures on the categories of models that are better developed
in the 1-categorical setting, such as (both orthogonal and weak) factorization systems and
semi-model structures.

2.4. Contextual models. An important class of CwFs are the contextual CwFs, whose
objects and morphisms are really given by lists of types and terms. Indeed, from some
point of view, in the language of type theory, we never explicitly talk about the objects and
morphisms of a model, but only about types and terms that live in the same contextual slice
of a given model. Thus only the contextual models matter. However, a direct definition
of contextual models is complicated (their generalized algebraic presentation is infinite),
and many intermediate constructions go through non-contextual models. It is thus more
convenient to define contextuality as a property of general models. Fortunately, they can
nicely be described by the means of an orthogonal factorization system on CwF1.

We first recall the definition of orthogonal factorization systems, originally introduced in
[FK72].

Definition 2.4. An orthogonal factorization system on a category C consists of two
classes of maps L and R satisfying the following two properties:

1The author learnt of this definition of contextuality from Christian Sattler.
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• Every map f : C(X → Y ) can be factored as f = l · r, where l ∈ L and r ∈ R.
• Every map in L is left orthgonal to every map in R; this means that for every l ∈ L and
r ∈ R and commutative square

A X

B Y

l

f

r

g

there exist an unique map j : C(B → X) such that j · r = g and l · j = f . y

Definition 2.5. A morphism F : CwF(C → D) is said to be a contextual isomorphism
if its actions on types and terms are bijective. y

Let I be the set of maps of CwF consisting of ITy : Free(Γ `)→ Free(Γ ` A : Ty) and
ITm : Free(Γ ` A : Ty) → Free(Γ ` a : Tm A). Contextual isomorphisms are exactly the
maps that are right orthogonal to I. The maps that are left orthogonal to the contextual
isomorphisms are called contextual extensions.

By the small object argument for orthogonal factorization systems [Kel80], contextual
extensions and contextual isomorphisms form an orthogonal factorization system. Any
morphism F : CwF(C → D) admits an unique (up to isomorphism) factorization C →
cxlImF → D where C → cxlImF is a contextual extension and cxlImF → D is a contextual
isomorphism. The CwF cxlImF is called the contextual image of F .

In particular, given any C : CwF, the unique morphism 0→ C admits such a factorization.
Its contextual image is called the contextual core of C, and is denoted by cxl C. The map
cxl C → C is a contextual isomorphism by definition. When the map cxl C → C is also an
isomorphism of CwFs, we say that C is contextual.

This definition of contextuality is equivalent to the usual definition, as found for instance
in [CCD19].

Proposition 2.6. A CwF C is contextual if and only there exists a length function l : |C| → N
such than for any Γ : |C|, if (l Γ) = 0 then Γ = � and if (l Γ) = n+ 1, then there are unique
Γ′ : |C| and A : |Ty|Γ′ such that Γ = Γ′ BA.

All type-theoretic structures can be transported along contextual isomorphisms. Thus,
given a morphism F : ModT(C → D) of models of some theory T, the contextual image
cxlImF carries a canonical structure of model of T, and the factors C → cxlImF and
cxlImF → D are both morphisms of models of T.

If T is a type theory signature, the category of contextual models of T is written Modcxl
T .

We have an adjunction

Modcxl
T ModT .⊥

The right adjoint Modcxl
T →ModT is just the functor forgetting that a model is contextual.

The left adjoint ModT →Modcxl
T takes the contextual core of a model.

Proposition 2.7. The contextual core of a model C : ModT is the initial model of T equipped
with a contextual isomorphism into C.
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Proof. Given any other model D equipped with a contextual isomorphism F : D → C, we
have, since 0T → cxl C is a contextual extension, a unique lift in the following diagram.

0T D

cxl C C

F

Proposition 2.8. To check that a CwF C is contextual, it suffices to check that the morphism
cxl C → C admits a section.

Proof. Assume that r : cxl C → C admits a section s : C → cxl C. Then the following diagram
commutes.

cxl C C

cxl C

id

r·s

r

r

Since cxl C is initial among the CwFs with a contextual isomorphism into C, we have that
r · s = id, and r : cxl C → C is therefore an isomorphism, as needed.

Proposition 2.9. For any type theory signature T, the initial model 0T : ModT is contextual.

Proof. By initiality of 0T, the morphism cxl 0T → 0T admits a section, which implies that
0T is contextual by proposition 2.8.

Definition 2.10. Given a model C of a theory T and Γ : |C|, the contextual slice (C � Γ)
is defined to be the contextual core of the slice model (C/Γ). y

2.5. Join of families and telescopes. We will not assume the presence of Σ-types in our
type theories. To circumvent their absence in some constructions, we will need to work with
families of telescopes, whose types and terms are finite sequences of types and terms of the
base family. It is convenient to present them as the coproduct of length n telescopes for all
n : N, and to generalize the notion of length n telescope to a more heterogeneous notion,
using the notion of join of families2.

We work internally to some presheaf category Psh C.

Definition 2.11. Let C = (TyC,TmC) and D = (TyD,TmD) be two internal families (not
necessarily representable). Their join C ∗ D is the internal family defined by:

TyC∗D , (A : TyC)× (B : TmC A→ TyD)

TmC∗D (A,B) , (a : TmC A)× (b : TmD (B a))

Whenever both C and D are representable, the family C ∗ D is also representable (since
locally representable presheaves are closed under Σ-types). y

In other words, the join of C and D is the family of length 2 telescopes, whose first and
second components come respectively from C and D.

2The author learnt of this presentation from Christian Sattler.
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Definition 2.12. If C is an internal family and n : N, the family C∗n of length n telescopes
is the n-fold iterated join of C. y

Definition 2.13. If C is an internal family, the family of telescopes of C is the coproduct
C? ,

∐
n:N C∗n. We write Ty?C and Tm?

C for the components of C?. If C is representable,
then C? is also representable. y

If C is a contextual CwF, we may identify its objects with the closed telescopes of
types (i.e. the global elements of Ty?C) and its morphisms from Γ to ∆ with the natural
transformations from Tm?

C Γ to Tm?
C ∆. When C is an arbitrary CwF, this is an explicit

description of the objects and morphisms of the contextual core of C.

2.6. Cumulative categories with families. We will actually work with type theories
that extend the theory of cumulative categories with families, rather than the simpler
theory of categories with families. Cumulative categories with families were introduced by
Coquand [Coq19] to describe universe hierarchies. Working with cumulative CwFs, instead of
mere CwFs, ensures that every type admits a code in some universe. In presence of identity
types, this provides in turn a way to compare types up to internal equality of codes.

This is mainly for convenience: most of our results could also be formulated and proven for
mere CwFs, comparing types up to equivalence. However, using cumulative CwFs simplifies
the proofs and the presentation.

Definition 2.14. Internally to a presheaf model PshC , an internal cumulative family consists
of a family

Ty : N→ PshC

of presheaves of types (Tyn is the presheaf of types in the n-th universe of the hierarchy), a
family

Tm : {n : N} → Tyn → RepPshC

of locally representable presheaves of terms, lifting functions

LiftTy : Tyn → Tyn+1

and isomorphisms
liftTm : Tmn A ' Tmn+1 (LiftTy A) : lowerTm.

Given an internal cumulative family C = (Ty,Tm), we write Cn for the internal family
(Tyn,Tmn).

A cumulative CwF, or cCwF, is a category C equipped with a global cumulative family
(Ty,Tm). y

Definition 2.15. The structure of cumulative universes over a cumulative internal family
(Ty,Tm) consists of operations

U : (n : N)→ Tyn+1

along with isomorphisms
Tmn+1 Un ' Tyn,

that we will leave implicit. y
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This differs slightly from Coquand’s definition of cumulative CwFs. Coquand requires the
natural transformations LiftTy : Tyn → Tyn+1 to be injective, and uses equalities Tm Un = Tyn
instead of isomorphisms.

When talking about type theory signatures in this paper, we mean signatures over the
theory of cumulative CwFs with universes, i.e. extensions of the signature of cumulative
CwFs with universes by new operations and equations only (no new sorts).

The notion of contextuality generalizes straightforwardly to cumulative CwFs. For
instance, a contextual isomorphism between cumulative CwFs is a morphism that is bijective
on types and terms for each universe level.

The notion of telescope can also be adapted to cumulative families. Given an internal
cumulative family C and a list w = (w1, · · · , wn) of natural numbers, the family of w-shaped
telescopes is the join C∗w , Cw1 ∗ · · · ∗Cwn . The family of all telescopes of C is the coproduct
C? ,

∐
w:N? C∗w

For many of the properties of cumulative CwFs with universes and morphisms of cCwFs
that are defined by conditions on types and terms, the condition on types is a consequence of
the condition on terms of the corresponding universe. For instance, to check that a morphism
is a contextual isomorphism, it is sufficient to check that it is bijective on terms for each
universe level.

To improve the readability, we will leave the universe levels implicit in most constructions
and proofs.

3. Weak and strong type structures

In this section we define the weak and strong variants of the basic type-theoretic structures:
identity types and Π-types. We work in the internal language of Psh C for a fixed category
C.

Generally, the computation rules of a weak type structure are expressed by internal
equalities, whereas the computation rules of strong type structures are expressed by strict
equalities. We prefer to use the adjective strong instead of strict to qualify type structures
and type theories with strict computation rules, in order to avoid ambiguity when talking
about strict identity types. Strong identity types will refer to identity types with a strict
β-rule, whereas strict identity types will refer to identity types satisfying the UIP principle.

3.1. Weak identity types. In presence of strong Σ-types and strong Π-types, there are
several equivalent ways to define the eliminator for identity types. The Martin-Löf eliminator
is given by the following rule.

Martin-Löf eliminator
A type [x : A, y : A, p : Id x y] P (x, y, p) type

[x : A] d(x) : P (x, x, refl) x : A y : A p : Id x y

J P d x y p : P (x, y, p)

In absence of strong Π-types, it is known that the Martin-Löf eliminator is not strong enough
to even define transport3. In [GG08], a variant of the Martin-Löf eliminator, now called the

3For a countermodel, take the CwF with Id and refl freely generated by a type A, a type family B over
A, and terms a1, a2 : A, b : B a1 and p : Id {A} a1 a2. The only terms of that model are the variables, the
weakenings of the generators, and their iterated reflexivity paths. Since there is no closed term of type B a2,
that model does not satisfy transport. But it can still be equipped with the Martin-Löf eliminator.
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Frobenius variant of the Martin-Löf eliminator, is introduced. The idea is to circumvent the
absence of Π-types by allowing the target type family P of the elimination to depend on any
telescope ∆ of parameters.

Frobenius Martin-Löf eliminator
A type [x : A, y : A, p : Id x y] ∆(x, y, p) type?

[x : A, y : A, p : Id x y, δ : ∆(x, y, p)] P (x, y, p, δ) type
[x : A, δ : ∆(x, x, refl)] d(x, δ) : P (x, x, refl, δ)
x : A y : A p : Id x y δ : ∆(x, y, p)

J P d x y p δ : P (x, y, p, δ)

Another alternative is the Paulin-Mohring eliminator, also known as based path induction,
or one-sided eliminator.

Paulin-Mohring eliminator
A type x : A [y : A, p : Id x y] P (y, p) type

d(x) : P (x, refl) y : A p : Id x y

J x P d y p : P (y, p)

North [Nor19] and Isaev [Isa18a] have independently given proofs of the fact that the Paulin-
Mohring eliminator is equivalent to the Frobenius variant of the Martin-Löf eliminator in
the presence of strong Σ-types.

We use the weak variant of the Paulin-Mohring eliminator, with the computation rule
weakened to a weak equality. We will show that the other eliminators can also be derived,
even in the absence of strong Σ-types. In fact, we will prove that weak identity types can
be lifted from a family C to its telescope family C?, i.e. the family whose types are list of
types of C; the derivation of the Frobenius eliminator can be seen as a consequence of this
fact. The main step of this derivation is originally due to András Kovács. The proof has
been simplified using the notion of join of internal families by Christian Sattler.

Definition 3.1. Let C = (Ty,Tm) be an internal family (not necessarily representable). An
identity type introduction structure over C is specified by the following signature:

Id : {A : Ty}(x : Tm A)(y : Tm A)→ Ty

refl : {A : Ty}(x : Tm A)→ Tm (Id x x) y

Definition 3.2. Let C = (TyC,TmC) and D = (TyD,TmD) be internal families with identity
type introduction structures. A weak identity type elimination structure from C to D
is specified by the following signature:

J : {A : TyC}{x : TmC A}(P : (y : TmC A)(p : TmC (Id x y))→ TyD)

(d : TmD (P x refl)){y : TmC A}(p : TmC (Id x y))

→ TmD (P y p)

Jβ : {A : TyC}{x : TmC A}(P : (y : TmC A)(p : TmC (Id x y))→ TyD)

(d : TmD (P x refl))

→ TmD (Id (J x P d x refl) d) y

A weak identity type structure over an family C consists of an identity type intro-
duction structure over C along with a weak identity type elimination structure from C to
C.
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Definition 3.3. An internal family C = (Ty,Tm) with weak identity types is said to have
representable singletons if for every A : Ty and x : Tm A, the dependent presheaf of
singletons Singl x , (y : Tm A)× Tm (Id x y) is representable. y

The higher-order parameters occurring in the signature for elimination structures are
isomorphic to Singl x for some x, and therefore assuming that singletons are representable is
sufficient to give a signature for weak identity types.

Note that if C is a representable family, then it automatically has representable single-
tons, since representable presheaf families are closed under dependent sums. But we will
also consider type theories with representable singletons but a non-representable family.
Syntactically, this means that the context extension is restricted to the contractible context
extension Γ, (y : A, p : Id x y). This restricted context extension is inspired by Brunerie’s
type-theoretic definition of weak ω-groupoid [Bru16, Appendix A].

Definition 3.4. A weak identity type structure is said to be strong, or to have a strict
β-rule, if the following equations hold, for all relevant arguments:

J P d x refl = d Jβ P d = refl

We say that an internal cumulative family C has weak identity types if each family Cn
has an identity type introduction structure, together weak elimination structures from Cn to
Cm for all n,m : N.

Given an internal family C = (Ty,Tm) equipped with weak identity types, we can derive
the transport operation:

transport : {A, x, y}(P : Tm A→ Ty)(p : Tm (Id x y))→ Tm (P x)→ Tm (P y).

We will often write p? d instead of transport P p d, leaving the family P implicit.
We will write (p · q) for the composition of two internal equalities p : Id x y and q : Id y z,

and p−1 for the inverse of an internal equality p : Id x y.
The standard notions of homotopy type theory, such as contractible types, propositional

types, equivalences, etc, can be defined. However, since we may not have Σ-types or Π-types,
they are not encoded by types of the theory.

3.2. Weak Π-types. We now define the weak variant of Π-types. We defined weak identity
types for families that are only required to have representable singletons. Similarly, it will
be useful to have a definition of Π-types that is as general as possible with respect to the
representability of the families. In our case, we will consider Π-types in a family D with
domains, or arities, in another family C (and codomains in D). The family C is required to
be representable, whereas the family D is only required to have weak identity types with
representable singletons.

We only consider Π-types with function extensionality. We use one of the definitions of
function extensionality from [Gar09a].

Definition 3.5. Let C be a representable internal family and D be an family equipped with
weak identity types. An introduction structure for Π-types in D with arities in C is presented
by:

Π : (A : TyC) (B : TmC A→ TyD)→ TyD

lam : {A,B} (b : (a : TmC A)→ TmD (B a))→ TmD (Π A B)
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An application structure consists of:

app : {A,B} (f : TmD (Π A B)) (a : TmC A)→ TmD (B a)

appβ : {A,B}(b : (a : TmC A)→ TmD (B a))(a : TmC A)→
TmD (Id (app (lam b) a) (b a))

Given an application structure, we can derive:

happly : {A,B} {f, g : TmD (Π A B)}(p : TmD (Id f g))(a : TmC A)→
TmD (Id (app f a) (app g a)).

An extensionality structure consists of:

funext : {A,B}{f, g : TmD (Π A B)}(h : TmD (Π A (a 7→ Id (app f a) (app g a))))→
TmD (Id f g)

funextβ : {A,B}{f : TmD (Π A B)} →
TmD (Id (funext (lam (a 7→ refl))) refl)

funext-app : {A,B, f, g}(h : TmD (Π A (a 7→ Id (app f a) (app g a))))(a : TmC A)→
TmD (Id (happly (funext h) a) (app h a))

funext-appβ : {A,B, f}(a : TmC A)→
TmD (Id (funext-app (lam (a 7→ refl))) p),

where p : TmD (Id (lam (x 7→ happly (funext (lam (a 7→ refl))))) (lam (x 7→ refl))) can be
derived from appβ , happlyβ , funext and funextβ .

The structure of Π-types in D with arities in C consists of an introduction structure, an
application structure and an extensionality structure. y

Remark that in the signature of funext, the homotopy h between f and g is encoded as
an inhabitant of the Π-type (Π A (a 7→ Id (app f a) (app g a))), rather than as a family
(a : Tm A)→ Tm (Id (app f a) (app g a)). This is important in the absence of a strict β-rule
for Π-types, as we would not be able to prove the congruence law for funext otherwise (the
fact that whenever two homotopies h, h′ between f and g are themselves homotopic, then
funext f g h and funext f g h′ are internally equal).

Definition 3.6. If D has weak identity types, a weak Π-type structure in D with arities in
C is said to have a strict β-rule if it satisfies the equations:

app (lam b) a = b a appβ = refl

We say that an internal cumulative family or a cumulative CwF has weak Π-types if its
families at each universe level have weak Π-types.

3.3. Lifting type structures to telescopes. In this subsection, we show that both weak
and strong Id and Π-type structures on a family C can be lifted to the telescope family
C?. Similar results have been proven and used before in the literature [Gar09b, KL18]. We
generalize them to weak type structures and non-representable families. The constructions
have been formalized in Agda. We refer the reader to the formalization for the detailed
constructions.
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Construction 3.7. Let C and D be families with identity type introduction structures,
along with an weak identity type elimination structure from C to D.

Then the family C∗D is equipped with the following identity type introduction structure:

Id {(A,B)} (xc, xd) (yc, yd) , (Id {A} xc yc, pc 7→ Id {B yc} (p?c yc) yd)

refl {(A,B)} (xc, xd) , (refl {xc}, p),
where p is some term of type Id (refl? xc) xc, definable using Jβ . y

Construction 3.8. Let C, D and E be families with identity type introduction structures,
along with identity type elimination structures from C to D and E, from D to D and E and
from E to E.

Then there exist weak identity type elimination structure from (C ∗ D) to E and from C
to (D ∗ E). y

Construction 3.9. Let C be an internal family with a weak identity type structure.
Then for every n : N, the family C∗n of length n telescopes has a canonical identity

type introduction structure, and for every n,m : N there is a weak identity type elimination
structure from C∗n to C∗m.

Proof. By iterating construction 3.7 and construction 3.8.

Construction 3.10. Let C, D and E be internal families, such that E has weak identity
types and weak Π-types with arities in C and D.

Then E has weak Π-types with arities in C ∗ D. y

Construction 3.11. Let C, D and E be internal families, such that D and E have weak
identity types and weak Π-types with arities in C, along with a weak identity type elimination
structure from D to E. Note that by construction 3.8, D ∗ E has weak identity types.

Then D ∗ E has weak Π-types with arities in C. y

Construction 3.12. If D has weak Π-types with arities in C, then for any n,m : N, the
family D∗m of length m telescopes of D has weak Π-types with arities in C∗n.

Proof. By iterating construction 3.10 and construction 3.11.

3.4. Parametrized elimination structures.

Definition 3.13. Let C, D and E be internal families, together with identity type introduction
structures over C and E.
A parametrized identity type elimination structure from C to E with parameters in D consists
of operations

J : {A : TyC}{x : TmC A}(Q : Singl x→ TyD)(P : (y : Singl x)(q : TmD (Q y))→ TyE)

(d : (q : TmD (Q (x, refl)))→ TmE (P (x, refl) q))(y : Singl x)(q : TmD (Q y))

→ TmE (P y q)

Jβ : {A : TyC}{x : TmC A}(Q : Singl x→ TyD)(P : (y : Singl x)(q : TmD (Q y))→ TyE)

(d : (q : TmD (Q (x, refl)))→ TmE (P (x, refl) q))(q : TmD (Q (x, refl)))

→ TmE (Id (J Q P d y q) (d q)) y
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Construction 3.14. Assume that C, D and E are internal families equipped with identity
type introduction structures and identity type elimination structures from C to C, D and E,
from D to D and E and from E to E.

Then we can construct a parametrized identity type elimination structure from C to E
with parameters in D. y

The Frobenius variant of the Paulin-Mohring identity type eliminator is exactly a
parametrized identity type elimination structure with parameters in the family of telescopes.

4. The homotopy theory of cCwFs with weak identity types

4.1. Contextual equivalences. We recall the classes of local weak equivalences, local trivial
fibrations and local fibrations introduced by [KL16]. We will use the adjective contextual
instead of local: a property of CwFs (or cumulative CwFs) is said to be contextual when it
holds for a CwF C if and only if it holds for all contextual slices (C � Γ), similarly, a property
of CwF morphisms is said to be contextual when it holds for a morphism F : C → D if and
only if it holds for all restrictions (F � Γ) : (C � Γ)→ (D � F Γ) to contextual slices.

Definition 4.1. A morphism F : C → D of cumulative CwFs is said to be a contextual
trivial fibration or a strong contextual equivalence if its actions on types and terms
are surjective, i.e. if it satisfies the following type and term lifting properties.
strong type lifting: For every Γ : C and type A : |TyD|F Γ, there exists a lift A0 : |TyC |Γ
such that F A0 = A.

strong term lifting: For every Γ : C, type A : |TyC |Γ and term a : |TyD|F Γ (F A), there
exists a lift a0 : |TmC |Γ A such that F a0 = a. y

Definition 4.2. A morphism F : C → D of cumulative CwFs, where D is equipped with
weak identity types, is said to be a weak contextual equivalence if its actions on types
and terms are surjective up to weak equality, i.e. if it satisfies the following weak type and
term lifting properties.
weak type lifting: For every Γ : C and type A : |TyD|F Γ, there exists a lift A0 : |TyC |Γ
and a weak equality in Id {U} (F A0) A.

weak term lifting: For every Γ : C, type A : |TyC |Γ and term a : |TyD|F Γ (F A), there
exists a lift a0 : |TmC |Γ A and a weak equality in Id {F A} (F a0) a. y

Remark 4.3. A (weak or strong) contextual equivalence is said to be split if it comes
equipped with a choice of (weak or strong) lifts. Classically, any (weak or strong) contextual
equivalence can be split. Thus we won’t distinguish split contextual equivalences from general
contextual equivalences in this paper.

Hofmann’s conservativity theorem states that the morphism 0ITT → 0ETT from the
initial model of Intensional Type Theory to the initial model of Extensional Type Theory is
a strong contextual equivalence. Constructively, the morphism 0ITT → 0ETT is not a split
strong contextual equivalence, since that would provide a way to decide equality of terms of
ETT.

Denote by I the set containing the cCwF morphisms ITyn : Free(Γ `) → Free(Γ ` A :
Tyn) and ITmn : Free(Γ ` A : Tyn) → Free(Γ ` a : Tmn A). A split strong contextual
equivalence is exactly a map with the right lifting property with respect to I. A map with the
left lifting property with respect to all strong contextual equivalences is called a cofibration.
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The small object argument ensures that any map can be factored as a cofibration followed
by a strong contextual equivalence.

If C is any cCwF and A is a type of C in a context Γ, we will write C → C[Γ ` a : A] for
the extension of C by a new term a of type A in context Γ : |C|, i.e. the following pushout of
ITmn along the map (Γ, A) : Free(Γ ` A : Ty)→ C that sends Γ to Γ and A to A.

Free(Γ ` A : Tyn) C

Free(Γ ` a : Tmn A) C[Γ ` a : A]

ITmn

(Γ,A)

p
a

The universal property of C[Γ ` a : A] says that a morphism F : C[Γ ` a : A] → D is
determined by a morphism F ′ : C → D along with a term a : |TmD|F ′ Γ (F ′ A). Extensions
of the form C → C[Γ ` a : A] are called basic I-cellular extensions.

Remark that thanks to the presence of universes, a pushout of ITyn is also a basic
I-cellular extension. For the same reason, the type lifting properties are redundant in the
definitions of strong and weak contextual equivalences.

We recall that use bold symbols (Γ, A, a, ...) to indicate the generators of a free model
or of a free extension of a model. Thus, when we write C[Γ ` a : A], a is a new term of
C[Γ ` a : A], whereas Γ and A already exist in C.

Denote by J the set consisting of the morphisms JTyn : Free(Γ ` A : Tyn)→ Free(Γ `
e : Id {Un} A B) and JTmn : Free(Γ ` a : Tmn A) → Free(Γ ` p : Tm (Id {A} a b)). A
map with the right lifting property with respect to J is called a contextual fibration, and
maps with the left lifting property with respect to all contextual fibrations are called trivial
cofibrations. By the small object argument, any map can also be factored functorially as a
trivial cofibration followed by a contextual fibration.

Given a cCwF C and a term a : |TmC |Γ A, we write C → C[Γ ` p : Id {A} a b] for the
extension of C by a new term b of type A and a new path p of type Id {A} a b. Extensions
of this kind are called basic J-cellular extensions.

Note that while the classes of weak contextual equivalences, strong contextual equivalences
and contextual fibrations are independent of the additional type-theoretic structure that we
consider, this is not the case for the classes of cofibrations and trivial cofibrations. Thus, we
have to be careful, when working with models of a theory T, to use the correct notions in
ModT, namely the classes of morphisms with the left lifting property with respect to the
strong contextual equivalences and contextual fibrations of ModT.

All classes coincide however in the categories ModT of general models and Modcxl
T of

contextual models. This is clear for the classes of weak contextual equivalences, strong
contextual equivalences and contextual fibrations, since they are defined as contextual
properties on morphisms. We also show that it holds for trivial cofibrations and cofibrations.

Proposition 4.4. Let F : Modcxl
T (C → D) be a morphism between contextual models of a

theory T. The morphism F has the left lifting property with respect to all strong contextual
equivalences (resp. trivial fibrations) if and only if it has the left lifting property with respect
to the strong contextual equivalences (resp. contextual fibrations) between contextual models.

Proof. The forward implications are straightforward. For the reverse implications, assume
that F has the left lifting property with respect to all strong contextual equivalences (resp.
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contextual fibrations) and take a lifting problem

C A

D B ,

F

α

G

β

where G is a strong contextual equivalence (resp. contextual fibration).
We can consider the contextual image factorizations C → cxlImα → A and D →

cxlImβ → B of the horizontal maps α and β, and the induced map cxlImα → cxlImβ.
Since cxlImα → A and cxlImβ → B are contextual isomorphisms, the induced map
cxlImα→ cxlImβ is also a strong contextual equivalence (resp. contextual fibration).

C A

cxlImα

cxlImβ

D B ,

F

α

G

β

Since C and D are contextual, their contextual extensions cxlImα and cxlImβ are also
contextual. We can thus find a lift D → cxlImα in the above diagram. The composition
D → cxlImα→ A is a solution to the original lifting problem.

Proposition 4.5. Strong and weak contextual equivalences satisfy the following properties:
(1) Isomorphisms are contextual isomorphisms.
(2) Contextual isomorphisms are strong contextual equivalences.
(3) Strong contextual equivalences are weak contextual equivalences.
(4) Strong contextual equivalences are closed under composition.
(5) Weak contextual equivalences are closed under composition.
(6) Given morphisms F : C → D and G : D → E, if G and F · G are weak contextual

equivalence, then F is also a weak contextual equivalence.
(7) When D is contextual, then the remaining 2-out-of-3 condition also holds: if F and F ·G

are weak contextual equivalences, then G is a weak contextual equivalence.
(8) The class of weak contextual equivalences is closed under retracts.
(9) A morphism is a strong contextual equivalence if and only if it is a contextual fibration

and a weak contextual equivalence.

Proof.
1,2,3: Straightforward.
4: It is sufficient to check the condition objectwise. It then reduces to the closure of surjective
functions are under composition.

5: Assume that F : C → D and G : D → E are weak contextual equivalences. To prove that
F ·G : C → E is also a weak contextual equivalence, we have to check the weak term lifting
property (recall that the weak type lifting property is redundant in presence of universes).
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Take a context Γ : |C|, a type A : |TyC |Γ and a term a : |TmE |G (F Γ) (G (F A)).
By the weak term lifting property of G, we have a lift a′ : |TyD|F Γ (F A) and a path
p : |TmE |G (F Γ) (Id (G a′) a). By the weak term lifting property of F , we have a term
a′′ : |TmC |Γ A and a path q : |TmD|F Γ (Id (F a′′) a′).

We then have G q · p : |TmD|G (F Γ) (Id (G (F a′′)) a), as needed.
6: Assume that G : D → E and F ·G : C → E are weak contextual equivalences. We check
the weak term lifting properties for F : C → D.

Take Γ : |C|, a type A : |TyC |Γ and a term a : |TmD|F Γ (F A). The weak term lifting
property of F ·G gives a term a′ : |TmC |Γ A and a path p : |TmE |G (F α) (Id (G (F a′)) (GA)).
The weak term lifting property of G then gives a path p′ : |TmD|F Γ (Id (F A′) A), as
desired.

7: Since D is contextual, we can identify its objects with closed telescopes of types. Given
any closed telescope Γ : |Ty?D|, we can lift it to a closed telescope Γ0 : |Ty?C | along with a
path α : |Tm?

D| (Id (F Γ0) Γ).
Now take some type A : |TyD|Γ and term a : |TmE |G Γ (G A). We can transport A

over α to obtain α? A : |TyD|F Γ0
. Using the fact that F is a weak equivalence again, we

lift (α? A) to some A0 : |TyC |Γ0
, along with an equality p : |TmD|F Γ0

(Id (F A0) (α? A)).
We can now transport a over G α and G p to obtain a′ : |TmE |G (F (Γ0)) (G (F A0)).
Now using the weak lifting property of F · G, we get a′′ : |TmC |Γ0

A0 and a path
q : |TmE |G (F Γ0) (Id (G (F a′′)) a′). Transporting F a′ : |TmD|F Γ0

(F A0) over α and
p, we obtain our desired lift a0 : |TmD|Γ A. The fact that it is indeed a lift of a can be
derived from q and the fact that the transports over G α, G p, α and p cancel each others.

8: Consider the following commutative diagram, where F is a weak contextual equivalence,
s1 · r1 = id and s2 · r2 = id.

A C A

B D B

G

s1

F∼

r1

G

s2 r2

We have to prove that G is also a weak contextual equivalence.
Take an object Γ : |A|, a type A : |TyA|Γ and a term a : |TmB|G Γ A. We can find a

weak lift a′ : |TmC |s1 Γ (s1 A) along with a path between F a′ and s2 a. We then have
r1 a

′ : |TmA|r1 (s1 Γ) (r1 (s1 A)) and a path between r2 (F a′) and r2 (s2 a). We can
see that this is our desired weak lift: we have r1 A

′ : |TmA|Γ A and the path is between
G (r1 A

′) and A.
9: A strong contextual equivalence is clearly both a contextual fibration and a weak contextual
equivalence.

For the reverse inclusion, take a morphism F : C → D that is both a contextual fibration
and a weak contextual equivalence. We show that F satisfies the strong term lifting
property. Take an object Γ : |C|, a type A : |TyC |Γ and a term a : |TmD|F Γ (F A). From
the weak term lifting property, we obtain a term a′ : |TmC |Γ A along with a path p between
a and F a′. Since F is a fibration, we can lift this path to a path p′ in C between some
term a′′ and the term a′, such that F a′′ = a and F p′ = p. The term a′′ is then a strong
lift of a.
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The classes of cofibrations and strong contextual equivalences are completely determined
by the dependent sorts of the presentation of a type theory by a signature. In this paper, we
mainly consider theories with two families of sorts: the types and terms for each universe
level. This is why the set I of generating cofibrations contains exactly the families of maps
ITyn and ITmn . For type theories with richer contextual structures, such as two-level type
theories (with additional sorts for outer types and terms) or cubical type theories (with
an additional sort for the interval), the set I would contain an additional element for each
additional sort.

The classes of weak contextual equivalences, trivial cofibrations and contextual fibrations
are however not completely determined by the presentation of the type theory. Indeed they
require choosing a suitable notion of equivalence or weak equality for each sort of the theory.
At the level of model structures, this would correspond to the choice of a relative cylinder
object for each map in I. In this paper we only consider the notion of weak equality provided
by the identity types, but other choices may be possible. For example, we could compare
types up to equivalence, instead of comparing their codes up to equality. The fact that a
chosen notion of equivalence/weak equality is good for some theory can be tested by the fact
that the classes of weak contextual equivalences, trivial fibrations and fibrations define some
left semi-model structure on the category of contextual models of that type theory.

Definition 4.6. We say that a type theory T extending the theory of weak identity types is
semi-model if the classes of weak contextual equivalences, trivial fibrations and fibrations
constitute a left-semi model structure on the category Modcxl

T of contextual models of T. y

We don’t recall the definition of left semi-model structure in this paper, the only
consequence of its definition that we use is the following proposition (altough we conjecture
that in this setting, this consequence is sufficient to ensure that T is semi-model).

Proposition 4.7. If a type theory T is semi-model, then given any cofibrant and contextual
model C, any trivial cofibration j : ModT(C → D) under C is a weak equivalence.

The main result of [KL16] is the following theorem.

Theorem ([KL16, Theorem 6.9]). The classes of weak contextual equivalences, trivial fibra-
tions and fibrations define a left-semi model structure on the category of contextual CwFs
equipped with strong Id-, 1-, Σ- (and optionally Π-) type structures.

Note that [KL16, Theorem 6.9] applies to CwFs without universe hierarchies, for which
types are compared up to equivalence rather than equality of codes.

4.2. Some useful weak contextual equivalences.

Proposition 4.8. Let C be any contextual model, and let A : |Ty?C |� be a closed telescope of
types.

The following conditions are equivalent:
(1) The type A is contractible.
(2) The map j : C → C[a : A] is a weak contextual equivalence.
(3) The map j : C → C[a : A] admits a retraction r : C[a : A]→ C that is a weak contextual

equivalence.

Proof. By 2-out-of-3, (2) and (3) are equivalent. It is easy to see that (2) implies that A is
contractible.
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We now assume that A is contractible, and check that the map r : C[a : A] → C that
maps a to the center of contraction a0 of A satisfies the weak term lifting property. Let Γ
be a context of C[a : A], B be a type over Γ and b0 be a term of type r B. Since C[a : A] is
contextual, we can view Γ as a telescope of types.

We can now bring everything into the internal language of Psh C. We have A : Ty?C , its
center of contraction a0 : Tm?

C A, Γ : Tm?
C A→ Ty?C , B : (a : Tm? A)→ Tm?

C (Γ a)→ TyC
and b0 : (γ : Tm? (Γ a0)) → TmC (B a0 γ), and we need to construct some b : (a :
Tm?

C A)(γ : Tm?
Γ a)→ Tm (B a γ) such that for any γ : Tm?

C (Γ a0), we have an element of
Id (b a0 γ) (b0 γ).

This weak lift b can be obtained from the parametrized identity type eliminator derived
in section 3.4, by transporting over paths obtained from the contractibility of A.

Proposition 4.9. Given any contextual model C, closed type A : |TyC |� and closed term
a : |TmC |� A, the basic J-cellular extension

C → C[b : A,p : Id a b]

is a weak contextual equivalence.

Proof. Direct application of proposition 4.8, using the fact that the type (b : A)× (p : Id a b)
is contractible.

Proposition 4.10. If a type theory T has Π-types with a strict β-rule, then given any
contextual model C, any basic J-cellular extension

C → C[(γ : Γ) ` b(γ) : A, (γ : Γ) ` p(γ) : Id a(γ) b(γ)]

is a weak contextual equivalence.

Proof. We pose C0 , C[(γ : Γ) ` b(γ) : A, (γ : Γ) ` p(γ) : Id a(γ) b(γ)] and j0 : C → C0.
Since C is contextual, we can see the context Γ as a telescope of types. We have shown

in section 3.3 that the Π-types of C can be lifted to the families of telescopes. In particular,
we can form Π-types with Γ as the domain.

We consider the model C1 , C[c : Π Γ A, q : Π Γ (γ 7→ Id a(γ) (app c γ))]. The
contractibility of (c : Π Γ A) × (q : Π Γ (γ 7→ Id a(γ) (app c γ))) is one of the equivalent
characterizations of function extensionality. By proposition 4.8, the map j1 : C → C1 is thus
a weak equivalence.

We have a map F : C0 → C1 that sends b to app c and p to app q. We also have a map
G : C1 → C0 that sends c to lam b and q to lam p. The fact that q can be sent to lam p
relies on the strict β-rule.

The strict β-rule also implies that G is a retraction of F , i.e. that F ·G = id.
This implies that j0 is a retraction of j1: the following diagram commutes.

C C C

C0 C1 C0

j0 j1 j0

F G

Since weak equivalence are closed under retracts, j0 is a weak equivalence.

General recognition theorems for left semi-model structures and proposition 4.10 should
imply that any type theory over the theory of cumulative CwFs with weak identity types
and Π-types with a strict β-rule is semi-model.
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4.3. Cellular models. The (cofibration, strong contextual equivalence) weak factorization
system constructed by the small object argument gives us a way to replace any model of
a theory T by an equivalent cellular model. The cellular models are those that are freely
generated by a collection of types and terms. This is convenient, since many theorems that
are traditionally established for the initial model (such as normalization, ...) can actually be
expected to hold for all cellular models, which share the syntactic nature of the initial model.
In this subsection we introduce some notations and recall some of the basic properties of
cellular models. We work with a fixed type theory signature T extending the theory of weak
identity types.

We use a coinductive definition of cellular extensions, i.e. extensions of a model by
a collection of new types and new terms. Because we work with cumulative CwFs with
universes, it is sufficient to consider extensions by a collection of new terms.

Definition 4.11. A cellular extension X over a model C of T consists of a family XTmn
0 :

(Γ : |C|)→
∣∣Tyn,C

∣∣ Γ→ Set over types of C for each universe level n, and a further cellular
extension ↑X over the model C[X0], which is defined as the free extension

C[X0] , C[{Γ ` a : A | n ∈ N, a ∈ XTmn
0 Γ A}],

or equivalently as the following pushout∐
n:N,x:XTmn

0 Γ A

Free(Γ ` A : Tyn) C

∐
n:N,x:XTmn

0 Γ A

Free(Γ ` a : Tmn A) C[X0] .
p

In other words, C[X0] is the free extension of C by a family of terms indexed by XTmn
0

at each universe level n. There are no dependencies between the added types and terms;
dependencies are instead encoded by iterating this construction, possibly a countably infinite
number of times.

A cellular extension X generates a sequence

C → C[X0]→ C[X0][X1]→ · · · → C[X<m]→ · · ·
of models (where X1 = (↑X)0, etc). We write C[X] for the colimit of this sequence.

We write XTmn : (Γ : |C[X]|)→
∣∣∣Tyn,C[X]

∣∣∣ Γ→ Set for the family of generating terms of

C[X], i.e. the coproduct of (XTmn
m ) over m : N. Given an element a : XTmn Γ A, we denote

the corresponding term of C[X] by a :
∣∣TmC[X]

∣∣ Γ A.
A cellular model is a model obtained as cellular extension 0T[X] of the initial model

0T. y

Proposition 4.12. For any cellular extension C[X], the map C → C[X] is a contextual
extension.

Proof. This follows from the fact that the same set I of maps is used to generate the
(contextual extension, contextual isomorphism) orthogonal factorization system and the
(cofibration, strong contextual equivalence) weak factorization system.

Corollary 4.13. Any cellular extension C[X] of a contextual model C is contextual.
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There is also a relation between cellular models and the theory of type theory signatures
defined in definition 2.3. Indeed the finite cellular models correspond exactly to the possible
premises of the operations and equations of a signature.

For example, the premises of the identity type former can be encoded by the cellular
model 0T[A : U ,x : A,y : A]. The premises of the Π-type former would be encoded by the
cellular model 0T[A : U , (a : A) ` B : U ]. The Id and Π type-theoretic operations can be
seen as the types Id {A} x y and Π A B of these models.

Thus we can often perform constructions for all operations of the theory T by looking at
the types and terms of finite cellular models.

4.4. Fibrant congruences and quotients. Since the categories of models of type theories
are complete and cocomplete, there is a notion of internal equivalence relation on a model of
type theory (where “internal” here means that the concept is defined using objects and arrows
of the category), and moreover any internal equivalence relation has a quotient. However,
general quotients may be ill-behaved, and are hard to compute. This is already the case
for quotients and colimits of categories; originally distinct objects may be identified in the
quotient, and originally non-composable morphisms may then become composable in the
quotients, leading to new morphisms that do not correspond to any morphism of the base
category.

In this subsection, we define a smaller class of congruences, which we call fibrant
congruences, for which the quotients are better behaved and can be computed pointwise. We
show that the strong contextual equivalences are, up to contextual isomorphism, exactly the
quotients by fibrant congruences.

Definition 4.14. Internally to a presheaf model Psh C, an internal fibrant contextual
congruence C̃ over an internal cumulative family C = (Ty,Tm) consists of:
(1) an internal equivalence relation T̃y on Tyn for each universe level n:

T̃y : {n} → Tyn → Tyn → Prop.

We will often write (A ∼ B) ∈ C̃ or (A ∼ B) instead of T̃y A B.
(2) internal equivalence relations T̃m on Tmn, displayed over T̃y:

T̃m : {n,A,B} → (A ∼ B)→ Tmn A→ Tmn B → Prop.

We will often write (a ∼p b) ∈ C̃, (a ∼p b), or just (a ∼ b), instead of T̃m p a b.
(3) such that for every universe level n, (Tmn, T̃m) is (internally) a fibrant setoid family over

(Tyn, T̃y), i.e. for every pair of congruent types p : (A ∼ B) and term a : Tmn A, there
exists a transported term (p? a) : Tm B such that (a ∼ b) ∈ C̃.

(4) such that the operations LiftTy : Tyn → Tyn+1 and the isomorphisms liftTm : Tmn A '
Tmn+1 (LiftTy A) and Tm Un ' Tyn preserve the equivalence relations.

(5) such that dependent types and terms have actions on the relations:
• for every telescope A : Ty? and dependent type B : Tm? A → Ty, whenever (a1 ∼
a2) ∈ C̃ are congruent (the equivalence relations are extended pointwise to telescopes)
telescopes of terms of type A, then (B a1 ∼ B a2) ∈ C̃;
• for every telescope A : Ty?, dependent type B : Tm? A → Ty and dependent term
b : (a : Tm? A) → Tm (B a), whenever (a1 ∼ a2) ∈ C̃ are congruent telescopes of
terms of type A, then (b a1 ∼ b a2) ∈ C̃. y
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Given two congruent types p : A1 ∼ A2 and two dependent types B1 : Tm A1 → Ty and
B2 : Tm A2 → Ty, there are several way to define a relation between B1 and B2.
Unbiased: B1 ∼ B2 when for every a1 : Tm A1 and a2 : Tm A2 such that (a1 ∼ a2), we
have (B1 a1 ∼ B2 a2).

Left-biased: B1 ∼ B2 when for every a1 : Tm A1, we have (B1 a1 ∼ B2 (p? a1)).
Right-biased: B1 ∼ B2 when for every a2 : Tm A2, we have (B1 ((p−1)? a2) ∼ B2 a2).
The last component (5) of the definition of fibrant congruence ensures that they are all
equivalent.

We say that a fibrant congruence C̃ over an internal cumulative family C is compatible
with a theory T if the operations of T all preserve the equivalence relations of C̃.

Proposition 4.15. Let C̃ be a fibrant contextual congruence over an internal cumulative
family C. Then there is a quotient internal cumulative family (C/C̃) along with a morphism
q : C → (C/C̃) of internal cumulative families, such that for every pair (A ∼ B) ∈ C̃ of
congruent types, q A = q B, and for every pair (a ∼p b) ∈ C̃ of congruent terms, q a = q b.

Furthermore, q : C→ (C/C̃) is surjective on both types and terms, and the quotient is
effective: given any two types (or terms) x, y, we have q x = q y if and only if (x ∼ y) ∈ C̃.

Proof. We don’t look at universe levels in this proof; the quotient can be defined levelwise.
Write T̃y and T̃m for the equivalence relations of C̃.
We define Ty

(C/C̃)
as the quotient of TyC by the equivalence relation T̃y. We have a

quotienting map qTy : TyC → Ty
(C/C̃)

.
We would like to define Tm

(C/C̃)
(q A) as a quotient of TmC A for every A : TyC. This is

however not possible in a non-univalent metatheory, as this would require an equality between
the quotients (TmC A)/T̃m and (TmC B)/T̃m for every pair (A ∼ B) ∈ C̃ of congruent
types. The fibrancy of the congruence C̃ only provides an isomorphism (TmC A)/T̃m '
(TmC B)/T̃m.

Instead, we define Tm
(C/C̃)

A as the quotient of the presheaf (B : TyC)× (b : TmC B)×
(qTy B = A) by the relation (∼) defined by (B, b,−) ∼ (C, c,−) , (b ∼ c). Then for every
A : TyC, we have an isomorphism Tm

(C/C̃)
(q A) ' (TmC A)/T̃m.

Definition 4.16. Let F : C → D be a cCwF morphism. The kernel kerF of F consists of
equivalence relations on types and terms defined by:

(A ∼ B) ∈ kerF , F A = F B

(a ∼ b) ∈ kerF , F a = F b

Remark that kerF does not necessarily satisfy the fibrancy condition of the definition of
fibrant contextual congruence, but it satisfies all of the other conditions.

If F is also a morphism of models of some type theory T, then kerF is compatible with
the operations of T. y

Proposition 4.17. Let T be a type theory extending the theory of cumulative CwFs with
universes. If C̃ is a fibrant contextual congruence on a contextual model C : Modcxl

T , then
it has a quotient QC̃ : Modcxl

T and a quotient inclusion qC̃ : C → QC̃, with the following
properties:
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(1) For every model D : ModT and morphism F : C → D such that C̃ ⊆ kerF , there is a
unique morphism G : QC̃ → D such that qC̃ ·G = F .

(2) The quotient inclusion qC̃ : C → QC̃ is a strong contextual equivalence. (Note that
splitting qC̃ : C → QC̃ required the axiom of choice).

(3) The quotient is effective: ker qC̃ = C̃. This means that for every pair a, b of terms (or
types), a and b are congruent in C̃ if and only if they are identified in QC̃ by qC̃.

Proof. Since ModT is cocomplete, we can define the quotient QC̃ as the coequalizer∐
Γ:|C|,(A1∼A2)∈C̃,(a1∼a2)∈C̃

Free(Γ ` a : A) C ,
π1

π2

where the coproduct ranges over all pairs (a1 ∼ a2) of congruent terms in all contexts and
π1 and π2 map a respectively to a1 and a2. It then satisfies the universal property (1) by
definition.

We now construct a model Q of T. The base category of Q is the presheaf category Ĉ.
A type of Q over a presheaf X is a natural transformation A : X → TyC/C̃ . A term over X of
type A is a dependent natural transformation a : (x : X)→ TmC/C̃ (A x). The extension of
a context X by a type A is the presheaf (x : X)× TmC/C̃ (A x). The fact that Q is a model

of T then follows from the compatibility of C̃ with the operations of T.
The Yoneda embedding よ : C → C̃ is not a morphism of cCwFs from C to Q, because it

does not preserve the representing objects of context extensions. However, using the fact that
C is contextual, we can define a morphism F : C → Q (along with a natural transformation
fromよ to F ). The actions of F on contexts and morphisms are defined by induction on their
length. The actions of F on types and terms are given by the components of the quotienting
map of the internal quotient. The compatibility of F with substitution follows from the
action of dependent types and terms on the relations of C̃ (component (5) of the definition of
fibrant congruence).

By the properties of the internal quotient, F is a strong contextual equivalence and
kerF = C̃.

By the universal property of QC̃ , F factors through qC̃ .

C Q

QC̃

qC̃

F

Since F is a strong contextual equivalence, this factorization implies that qC̃ is also a strong
contextual equivalence. The factorization also implies that ker qC̃ ⊆ kerF , and C̃ ⊆ ker qC̃
by definition, so ker qC̃ = C̃.

Definition 4.18. Let C be a contextual model of a theory T. Given any morphism F :
ModT(C → D) whose kernel kerF is a fibrant contextual congruence, we define its coimage
to be the quotient of its kernel: coimF , QkerF . There is a canonical comparison map
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coimF → cxlImF , obtained by the universal property of the quotient coimF . y

C D

coimF cxlImF

F

q

Proposition 4.19. Given a contextual model C : Modcxl
T , a model morphism F : ModT(C →

D) is a strong contextual equivalence if and only if its kernel kerF is a fibrant congruence
and the canonical map coimF → cxlImF is an isomorphism.

Proof. We prove both implications.
(⇒): Assume that F : C → D is a strong contextual equivalence.

To see that kerF is a fibrant congruence, take a context Γ : |C|, two types A,B :
∣∣Tyn,C

∣∣
Γ

such that F A = F B and a term a : |TmC |Γ A. Then F a : |TmD|F Γ (F B), and by the
strong term lifting property of F , we obtain some lift b : |TmC |Γ B such that F a = F b.
This proves that kerF is fibrant.

To check that coimF → cxlImF is an isomorphism, it suffices to check that the
map G : coimF → D is a contextual isomorphism. Since F : C → D factors through
G : coim F → D, and F is a strong contextual equivalence, G is also a strong contextual
equivalence, i.e. its actions on types and terms are surjective. It remains to check that
they are injective. Take two types A,B of coimF over a same base object such that
G A = G B. Since coimF is computed pointwise, we have two types A0, B0 of C such that
q A0 = A and q B0 = B, and we can assume that they lie over the same base object of C.
As F A0 = G (q A0) and F B0 = G (q B0), we have F A0 = F B0, i.e. (A ∼ B) ∈ kerF ,
and thus there is an equality q A0 = q B0. This shows that G is injective on types.
The same argument also shows that G is injective on terms. Thus G : coimF → D is a
contextual isomorphism, and coimF → cxlImF is an isomorphism.

(⇐): Assume that kerF is a fibrant congruence and that coimF → cxlImF is an isomor-
phism. F is the composition of C → coimF which is a strong contextual equivalence by
proposition 4.17, coimF → cxlImF which is an isomorphism and cxlImF → D which is
a contextual isomorphism by definition. Since strong contextual equivalences are closed
under composition, F is a strong contextual equivalence.

5. Equivalences between type theories

In this section, we discuss the notion of Morita equivalence between a weak type theory
Tw and a strong type theory Ts. They have been introduced as the weak equivalences of a
model structure on a category of type theories in [Isa18c]. While [Isa18c] considers arbitrary
morphisms between type theories, we only consider extensions of type theories by additional
strict equalities.
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5.1. Equational extensions. We fix a type theory signature Tw over the theory of cumu-
lative CwFs with universes and weak identity types.

Definition 5.1. A marked equation over Tw consists of a finitely generated cellular model
0w[X], along with a closed internal equality p :

∣∣Tm0w[X]

∣∣
� (Id {A} a b) of 0w[X].

The equation is said to hold strictly in a model C of Tw if for every object Γ : |C| and
morphism F : 0w[X]→ (C � Γ), F maps p to the reflexivity equality.

An equational extension of Tw is a family of marked equations over Tw. y

If we were to compare types up to equivalence instead of internal equality of codes,
the definition of marked equation would need to be extended to also include marked type
equivalences.

We give some examples of equational extensions.

Examples 5.2.
(1) For the extensions from weak computation rules to strict computation rules, we mark

the computation rules that should be made strict. For example, in the case of identity
types, we mark the family of internal equalities Jβ P d : Id (J P d refl) d. In the
case of Π-types, we mark the internal equalities appβ : Id (app (lam b) a) (b a) and
funextβ : Id (funext f f (lam (a 7→ refl))) refl (and perhaps funext-appβ as well).

(2) When considering the extension from inductive natural numbers to natural numbers
with a strictly associative addition, we proceed in in two steps. First we extend the base
theory by adding

plus : Tm N→ Tm N→ Tm N
as a new primitive operation, along with some of the internal equalities that it satisfies,
such as

plus0 : {x} → Tm (Id (plus 0 x) x),

plus1 : {x} → Tm (Id (plus x 0) x),

plus2 : {x} → Tm (Id (plus (plus x y) z) (plus x (plus y z))),

etc. The operation plus is homotopic to the usual inductively defined addition, but not
strictly equal to it. This kind of extension is conservativive. The weak type theory Tw is
then this extended theory.

As a second step, we consider the equational extension of that theory obtained by
marking the equalities plus0, plus1, plus2, etc. Thus the strong type theory Ts includes
the strict equalities plus 0 x = x, plus x 0 = x, plus (plus x y) z = plus x (plus y z), etc.
It also includes the strict equalities plus0 = refl, plus1 = refl, plus2 = refl, etc.

(3) To consider the extension of a type theory with a new universe of strict propositions, we
would also perform two steps. As a first step, we introduce a new constant type SProp,
along with an equality in Id SProp HProp with the universe HProp of propositions. We
write F : SProp→ HProp for the associated transport function.

Secondly, we mark the family of equations

(A : Tm SProp)(a, b : Tm (F A))→ Tm (Id a b).

In the resulting strong type theory, the only way to obtain closed elements of SProp
is to use the inverse of the equivalence F to replace elements of HProp by elements in
SProp.

Note that the equational extension that marks instead the family of equations

(A : Tm HProp)(a, b : Tm A)→ Tm (Id a b)
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is not a conservative extension in the absence of UIP. Indeed, as remarked in [GCST19],
if all propositions are strict propositions, then UIP holds.

(4) As a last example, we can also mark the family of all equalities

(A : Ty) (x, y : Tm A) (p : Tm (Id {A} x y)) 7→ p.

The corresponding strong type theory then includes the equality reflection rule.

5.2. Equivalences of theories. We now work with a fixed choice of weak type theory Tw
and equational extension Te. The strong type theory Ts is then defined as the extension of
Tw by the strict equalities x = y and p = refl for every internal equality p : Id x y marked in
Te.

We have an adjunction between the categories Modw of models of Tw and Mods of
models of Ts.

Modw Mods

Ls

>

Rs

As Ts is an equational extension of Tw, the functor Rs : Mods →Modw is simply the fully
faithful forgetful functor that forgets that a strong model satisfies the additional equations.
We will often omit Rs, and simply see any object of Mods as an object of Modw. The left
adjoint Ls : Modw →Mods can be shown to exist by various methods. One possibility is
to use the adjoint functor theorem, using the fact that Modw and Mods are locally finitely
presentable and that Rs preserves limits.

The left adjoint can also be computed from the presentation of a model C : Modw by
generators and relations. Such a presentation can be obtained from the cellular replacement
of the model C by some cellular model 0w[X]. Since left adjoints preserve colimits and
cellular models are built by iterated pushouts, Ls 0w[X] ' 0s[X], where 0s[X] is the cellular
strong model with the same generators as 0w[X]. Since C is a quotient of 0w[X] by a fibrant
congruence and left adjoints preserve quotients, Ls C is also the quotient of 0s[X] by some
congruence, although that congruence may fail to be fibrant in general.

We write ηX : 0w[X]→ 0s[X] for the unit of this adjunction at a cellular model 0w[X].

Definition 5.3. We say that Tw and Ts are Morita equivalent if for every cofibrant contextual
model C : Modcof

w of Tw, the unit ηC : Modw(C → Rs (Ls C)) is a weak contextual
equivalence. y

It is shown in [Isa18c] that whenever Tw is semi-model, then is weakly equivalent to Ts
if and only if Ts is also semi-model and the adjunction (Ls a Rs) is a Quillen equivalence.

We now show that in order to prove that Tw and Ts are equivalent, it is sufficient to
look at the cellular models of Tw. Recall that the cellular models of Tw are very similar to
the initial model of Tw. Thus, for most type theories, whenever we can prove that the initial
models of Tw and Ts are equivalent, we can expect the same methods to work for arbitrary
cellular models, implying that Tw and Ts are equivalent.

Proposition 5.4. The following conditions are equivalent:
(1) The theories Tw and Ts are Morita equivalent
(2) The condition of definition 5.3 holds for every cellular model of Tw.
(3) The condition of definition 5.3 holds for every finite cellular model of Tw.
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Proof. The forward implications trivially hold. We show the reverse implications.
(2 ⇒ 1): Take a cofibrant contextual model C. It is the retract of some cellular model

0w[X]. Then Ls C is also a retract of Ls 0w[X], and furthermore ηC : C → Ls C is a retract
of ηX : 0w[X]→ Ls 0w[X]. Since weak contextual equivalences are closed under retracts
and ηX is a weak contextual equivalence by assumption, ηC : C → Ls C is also a weak
contextual equivalence.

(3 ⇒ 2): For this we rely on some well-known properties of locally finitely presentable
categories and freely generated models that we do not prove in this paper, since the proofs
are quite lengthy, and not required for the main results of this paper. The idea is that
since we consider finitary type theories, any type or term of a freely generated model is
supported by a finite subset of generators.
Let 0w[X] be a cellular model of Tw. We know that 0w[X] is the filtered colimit colim

Y�X
0w[Y ]

of its finite cellular subextensions. Since left adjoints preserve colimits, 0s[X] can be
computed as the filtered colimit colim

Y�X
0s[Y ]. For every type A or term a of 0s[X], there

merely exists a finite cellular subextension Y � X such that the type or term already
exists in 0s[Y ]. Using condition 3, we can then compute a lift of A or a in 0w[Y ].

6. Coherence for strict type theories

In this section we specialize the relationship between strong contextual equivalences and
fibrant congruences to the setting of equational extensions of theories. As a byproduct, we
obtain a decomposition of Hofmann’s proof of the conservativity of extensional type theories
over type theories satisfying the UIP principle. We assume given a weak type theory Tw and
a strong type theory Ts extending Tw by a family of equations Te.

Definition 6.1. We say that a contextual congruence C̃ over a model C of Tw includes the
marked equations of the equational extension Te if, for every finite cellular model 0w[X],
marked equation p :

∣∣Tm0w[X]

∣∣ (Id a b), object Γ : |C| and morphism F : 0w[X]→ (C � Γ),
we have (F a ∼ F b) ∈ C̃ and (F p ∼ refl {F a}) ∈ C̃.

For example, for the extension from weak identity types to strong identity types, this
says that (J P d refl ∼ d) ∈ C̃ and (Jβ P d ∼ refl {d}) ∈ C̃ for all relevant arguments. y

Lemma 6.2. Let C be a contextual model of Tw. Assume given a fibrant contextual congruence
C̃ over C, that is compatible with Tw and includes the marked equations of the equational
extension Te. Then the quotient QC̃ is a model of Ts.

Proof. Since the congruence C̃ is fibrant, we can form the quotient QC̃ , and we know that the
quotienting map qC̃ : C → QC̃ is a strong contextual equivalence. Because C̃ is compatible
with Tw, the quotient QC̃ is a model of Tw, and qC̃ : C → QC̃ is a morphism of models of Tw.

To show that QC̃ is a model of Ts, it suffices to check that it satisfies all of the necessary
equations.

Take a cellular model 0w[X] and a marked equation p :
∣∣Tm0w[X]

∣∣ (Id a b). We need to
check that for every morphism F : 0w[X]→ (QC̃ � Γ), F maps p to the reflexivity equality.
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Take such a morphism F . Since C is contextual and qC̃ is a strong contextual equivalence,
qC̃ : C → QC̃ is surjective on contexts. Therefore we have some Γ0 : |C| such that qC̃ Γ0 = Γ.
Note that the morphism qC̃ : C → QC̃ can be restricted to qC̃ : (C � Γ0)→ (QC̃ � Γ).

We will now construct a morphism F0 : 0w[X]→ (C � Γ0) such that F0 · qC̃ = F . The
universal property of 0w[X] says that F is determined by the images of the generating terms
of X. To construct F0, we just have to pick a lift along qC̃ of the images of these generating
terms. This is possible since qC̃ is a strong contextual equivalence.

By hypothesis, (F0 a ∼ F0 b) ∈ C̃ and (F0 p ∼ refl) ∈ C̃. Therefore, qC̃ (F0 a) = qC̃ (F0 b)
and qC̃ (F0 p) = refl, as needed.

Thus all marked equations hold strictly in QC̃ , which is therefore a model of Ts.

Lemma 6.3. Let 0w[X] be a cellular model of Tw. Assume that there exists a congruence
0̃w[X] over 0w[X] satisfying the conditions of lemma 6.2 and that is additionally included in
the kernel ker ηX , i.e. any types or terms that are congruent in 0̃w[X] are identified by ηX .
Then the morphism ηX : 0w[X]→ 0s[X] is a strong contextual equivalence.

Proof. The inclusion 0̃w[X] ⊆ ker ηX implies, by the universal property of the quotient
Q

0̃w[X]
, that ηX factors through q

0̃w[X]
; we have r : Q

0̃w[X]
→ 0s[X] such that ηX =

q
0̃w[X]

· r. Lemma 6.2 says that Q
0̃w[X]

is a model of Ts. The universality of the arrow

ηX : 0w[X] → 0s[X] then provides a section s : 0s[X] → Q
0̃w[X]

of r. By the universal

property of 0w[X], we also have that ηX · s = q
0̃w[X]

.

Q
0̃w[X]

0w[X] 0s[X]

r

q
0̃w [X]

ηX

s

We can now see that ηC is a retract of qC̃ : the following diagram commutes.

0w[X] 0w[X] 0w[X]

0s[X] Q
0̃w[X]

0s[X]

ηX q
0̃w [X] ηX

s r

The left square of that diagram commutes thanks to the universal property of 0w[X].
Since qC̃ is a strong contextual equivalence and strong contextual equivalences are closed

under retracts, ηC is also a strong contextual equivalence.

Theorem 6.4. Let Tw be a type theory over the theory of cumulative CwFs with universes
and weak identity types that includes the UIP principle and let Ts be the extension of Tw
with the equality reflection rule.

If either of the following two conditions holds, then the theories Tw and Ts are Morita
equivalent.
(1) The theory Tw includes Π-types with a strict β-rule (and function extensionality).
(2) The theory Tw is semi-model.
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Proof. We have to show that for every cellular model 0w[X] of Tw, the morphism ηX :
0w[X]→ 0s[X] is a strong contextual equivalence. We will do so using lemma 6.3.

We define a congruence 0̃w[X] over 0w[X].
• Two types A,B : |Tyw|Γ are congruent if there exists some equality p : |Tmw| (Id {U} A B).
• Two terms a : |Tmw|Γ A and b : |Tmw|Γ B are congruent if there exists some equality
p : |Tmw| (Id {U} A B) along with some equality q : |Tmw| (Id {B} (p? a) b). Since Tw
includes UIP, the choice of p is irrelevant.

The reflexivity, symmetry and transitivity properties are easily seen to hold.
We can also check that 0̃w[X] is fibrant. Indeed, take any two congruent types (A ∼

B) ∈ 0̃w[X] and a term a : Tm A of type A. Then we have an equality p between A and B,
and we obtain a term p? a : Tm B such that (a ∼ p? a) ∈ 0̃w[X].

We still have to check the actions of dependent types and terms on the relations as well
as the compatibility with the operations of Tw. All operations can be dealt with uniformly;
we will only look at the Id and Π type formers.

In the case of the identity type former Id, we have types A1, A2 : |Tyw|Γ, and terms
x1, y1 : |Tmw|Γ A1 and x2, y2 : |Tmw|Γ A2 such that (A1 ∼ A2), (x1 ∼ x2) and (y1 ∼ y2),
and we need to prove that (Id {A1} x1 y1 ∼ Id {A2} x2 y2).

By definition of the relations of 0̃w[X], we have internal equalities p : |Tmw|Γ (Id A1 A2),
qx : |Tmw|Γ (Id (p? x1) x2) and qy : |Tmw|Γ (Id (p? y1) y2). Here we have to use UIP to
ensure that qx and qy both lie over the same type equality p.

We can now see Id as an operation from the Σ-type (A : U) × (x : A) × (y : A) to U .
We have not assumed that Tw has Σ-types, but we can use telescopes and the results of
section 3.3 instead. Then from p, qx and qy we obtain an equality between (A1, x1, y1) and
(A2, x2, y2) in the Σ-type (or telescope) (A : U)× (x : A)× (y : A). The action on equalities
of Id then provides an equality between Id {A1} x1 y1 and Id {A2} x2 y2, as needed.

Let’s also look at an operation with a higher-order argument: the Π-type former.
In that case, we have types A1, A2 : |Tyw|Γ and dependent types B1 : |Tyw|Γ,(x:A1) and
B2 : |Tyw|Γ,(x:A2), such that (A1 ∼ A2) and (B1 a1 ∼ B2 a2) for every pair (a1 ∼ a2).
This means that we can find a type equality p : Id A1 A2 and a dependent type equality
q : (a : A1)→ Id (B1 a) (B2 (p? a)). We need to construct a type equality between Π A1 B1

and Π A2 B2.
There are then two cases.

(1) If Tw has Π-types with a strict β-rule, then we can view the Π-type former as an operation
from the type (A : U) × (B : A → U) to U . We can then conclude as in the case of
identity types above.

(2) If the theory Tw is semi-model, then we view the operation Π as the type Π A B of the
cellular model

C , 0w[A : U , (a : A) ` B(a) : U ].

We then consider the cellular model

D , 0w[ A1 : U ,A2 : U ,p : Id A1 A2,
(a : A1) ` B1(a) : U ,
(a : A2) ` B2(a) : U ,
(a : A1) ` q(a) : Id B1(a) B2(p? a) ].
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Our assumptions imply that there is a morphism F : D → (0w[X] � Γ) that sends A1

to A1, A2 to A2, etc.
Note that we also have two maps i1, i2 : C → D, sending (A,B) respectively to

(A1,B1) and (A2,B2). The map i1 is a composition of two basic J-cellular extensions.
The first of these two extensions adds A2 and p while the second adds B2 and q. Since
Tw is semi-model and C is contextual and cofibrant, the map i1 is a weak equivalence.

The maps i1 and i2 also admit a common retraction r : D → C, which sends A1

and A2 to A, B1 and B2 to B, p to the reflexivity equality, and q to some proof
of Id B(a) B(refl? a). By 2-out-of-3, the map r : D → C is also a weak contextual
equivalence.

Therefore we can lift the reflexivity equality refl : Id (Π A B) (Π A B) from C to D
in order to obtain an equality α : Id (Π A1 B1) (Π A2 B2) in D.

Applying the morphism F : D → (0w[X] � Γ), we obtain an equality between Π A1 B1

and Π A2 B2, as needed.
The reader familiar with the theory of model categories will have noticed that this

proof uses the fact that D is a cylinder object for C. This method generalizes to arbitrary
type-theoretic operations, replacing C by a cellular model encoding the premises of the
operation and D by a suitable cylinder object for C.

We can now conclude the proof. The congruence 0̃w[X] is included in ker ηX , essentially
by definition. It satisfies all of the conditions of lemma 6.2 and lemma 6.3, and ηX : 0w[X]→
0s[X] is thus a strong contextual equivalence. As this holds for all cellular models of Tw, the
theories Tw and Ts are Morita equivalent

Remark 6.5. Theorem 6.4 is actually not a generalization of Hofmann’s conservativity
theorem. Indeed, the type theories considered by Hofmann did not include a hierarchy of
universes. The presence of universes makes the proof simpler and more uniform, since we
can use the same relations on types and terms: internal equality.

In the absence of universes, we have to use another equivalence relation on types. One
solution is to use local universes [LW15]. A local universe in a CwF C is a pair (V,E) where
V is a closed type of C and E is a dependent type over V . A type A : |TyC |Γ is classified by
a local universe (V,E) if there is a term χ : |TmC |Γ V such that A = E[χ]. For many type
theories, including the type theories considered by Hofmann, it is possible to show (for the
cellular models) that every type A is classified by some local universe (VA, EA), as witnessed
by a term χA. For example, in presence of Π-types and Σ-types, the type Π (x : N) (Id x x)
is classified by the local universe (V,E), with

V , (N→ N)× (N→ N)

E(f, g) , Π (x : N) (Id (f x) (g x)).

We can then define a suitable congruence by saying that two types A,B are related if they
have the same local universe (VA, EA) = (VB, EB), and their classifying terms χA and χB
are internally equal in VA.

7. Type-theoretic higher congruences and coherence for non-strict type
theories

In the previous section, we have seen that for type theories with the UIP principle, conser-
vativity and coherence theorems can be proven by constructing some fibrant congruences
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on the cellular models of the weak type theory. We now generalize this to type theories
without UIP. The core idea is to use a suitable notion of higher congruence instead of fibrant
congruences. While ordinary congruences can be seen as models valued in setoids, higher
congruences should use some notion of weak ∞-groupoid. There could be many possible
ways to define higher congruences, based on different definitions of weak ∞-groupoids. What
seems to work best is to use a definition that is as close to type theory as possible, inspired
by Brunerie’s type-theoretic definition of weak ∞-groupoid [Bru16, Appendix A].

The higher congruences over models of Tw are described by a type theory Tw,2 extending
the weak type theory Tw. This new type theory is a two-level type theory, in the sense that it
has an inner layer and and outer layer. Two-level type theories [ACK17] have been introduced
to have a setting in which an inner theory with a non-strict equality and perhaps univalent
universes, and an outer theory with strict identity types, can interact. The two-level type
theory that we consider is more minimal, with less structures available in the outer layer.
Crucially, we don’t assume that the outer layer has UIP. Instead the fact that a model of
Tw,2 validates UIP will be our definition of acyclicicy for higher congruences.

7.1. Brunerie weak ∞-groupoids. Before defining our notion of ∞-congruence, we give
a type-theoretic definition of weak ∞-groupoids that should be more or less equivalent to
Brunerie’s definition [Bru16, Appendix A]. This definition won’t be used outside of this
subsection, but it should provide intuition for the definition of ∞-congruence.

In Brunerie’s definition of ∞-groupoids, an ∞-groupoid consists of a globular set G,
along with structure given by interpretations of all coherence laws definable in some type
theory. The additional structure on globular sets is structure in the categorical sense, which
means that the forgetful functor from Brunerie ∞-groupoids to globular sets is faithful. The
definition of this structure is however quite involved.

Instead, we define two notions. The first notion is a notion of generalized ∞-groupoid,
which is easy to define, but does not consist of only structure over a globular set. Secondly,
we define a notion of reduced ∞-groupoid by identifying a subcategory of the generalized
∞-groupoids for which the additional data only consists of structure over the globular set.

We consider the theory TId of weak identity types. A model of TId is a category C with
a terminal object, along with a family (Ty,Tm) of types and terms, equipped with weak
identity types. Only the singletons are required to be representable, which means that only
the context extensions of the form Γ, (y : A, p : Id x y) are guaranteed to exist in C.

We say that a generalized ∞-groupoid consists of a model C of TId along with a
closed type ? of C. Given a generalized ∞-groupoid (C, ?), we have a set |TmC |� ? of points,
sets |TmC |� (Id {?} − −) of 1-cells, etc, generating a globular set. The eliminator for the
identity type then provides all of the operations of an ∞-groupoid.

For example, consider the category sSet of simplicial sets. It is a model of TId, and a
closed type of sSet is a Kan complex. Thus, given any Kan complex X, we have a generalized
∞-groupoid (sSet, X).

The circle S1 can be defined as the model of TId freely generated by a closed type ?, a
point base : ? and a path loop : Id base base.

We now define reduced ∞-groupoids. Take a generalized ∞-groupoid (C, ?). We
can regenerate freely its contexts, types and non-closed terms, starting from the empty
context and the closed type ?, to obtain another generalized ∞-groupoid (C′, ?) along with a
morphism (C′, ?)→ (C, ?) that is bijective on closed terms. We say that (C, ?) is reduced if
that map is an isomorphism. This is analogous to our definition of contextuality in section 2.4,



38 RAFAËL BOCQUET

and can also be formalized using an orthogonal factorization system on the category of
generalized ∞-groupoids, whose right maps are the morphisms that are bijective on closed
terms.

It seems that the notion of generalized ∞-groupoid provides extra generality that is
often useful. For example, given a model C of TId and two closed types A,B of C, it is usually
easier to compare the generalized ∞-groupoids (C, A) and (C, A) internally to C instead of
comparing their reduced variants (C′, A) and (C′′, B).

7.2. Type-theoretic higher congruences. We assume given a weak type theory Tw and
a strong type theory Ts extending Tw by a family of equations Te.

Definition 7.1. We define a type theory Tw,2 (the indices −w,2 stand for (weak, two-level)),
extending the weak type theory Tw by:
(1) An outer family (Tyo,Tmo). Its components are annotated by the superscript o.

The outer family is not required to be representable, i.e. models of Tw,2 do not
have to support context extensions by variables of outer types. The family (Ty,Tm)
corresponding to the theory Tw is called the inner family.

The outer family classifies the terms of the inner family: we have for every universe
level n a family tmn : Tyn → Tyo of codes for inner terms, with isomorphisms Tmn A '
Tmo (tmn A). We will leave these isomorphisms implicit.

Thanks to the universes of the inner theory, the types of the inner family are also clas-
sified by the outer family: we can pose tyn , tmn+1 Un, and we then have isomorphisms
Tyn ' Tmo tyn.

(2) The outer family has weak identity types with representable singletons. This consists of
operations Ido, reflo, Jo and Joβ , as specified in definition 3.2.

(3) The outer family has Π-types with arities in the inner family, with a strict β-rule. This
consists of a type former

Πo : (A : Ty)(B : Tm A→ Tyo)→ Tyo ,

along with operations lamo, appo, funexto, funextoβ , funext-appo and funext-appoβ as speci-
fied in definition 3.5 and definition 3.6. y

A model of Tw,2 has two representable sorts: the terms of the inner family and the
singletons of the outer family. This means that a context can be extended as normal by
variables of arbitrary types of the inner family, but can only be extended by contractible
pairs (y : A, p : Ido {A} x y) of the outer family.

In any model of Tw,2, it is possible to turn any outer equality p : Tmo (Ido {tm A} x y)
into an inner equality [p] : Tm (Id {A} x y), obtained by transporting refl : Tm (Id x x) over
p : Tmo (Ido x y) in the family (Id x −).

Definition 7.2. A type-theoretic higher congruence over a model C : Modw of Tw is a
model D : Modw,2 of Tw,2 along with a weak contextual equivalence ι : Modw(C → D). y

The notion of weak contextual equivalence may now be slightly ambiguous, since the
models of Tw,2 have two kinds of identity types (inner and outer). We only consider the
weak equivalences for the underlying models of Tw.

Definition 7.3. A model C of Tw,2 is said to be acyclic if the family of outer types
tm : TyC → TyoC is 0-truncated in C (with respect to the outer identity types of C). This
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means that for every term a : |TmC |Γ A and loop p : |Tmo
C |Γ (Ido a a), we have an inhabitant

of |Tmo
C |Γ (Ido p reflo). We don’t require these inhabitants to be stable under substitution. y

Definition 7.4. We say that a model C of Tw,2 includes the marked equations of Te if, for
every finite cellular model 0w[X], marked equality p :

∣∣Tm0w[X]

∣∣ (Id {A} a b), object Γ : |C|
and morphism F : 0w[X]→ (C � Γ), we have outer equalities

p̂ : |Tmo
C |Γ (Ido (F a) (F b))

and
p̃ : |Tmo

C |Γ (Ido p [p̂]),

lifting the marked equations from equalities of the inner layer to equalities of the outer layer.
For example, for the extension from weak identity types to strong identity types, we

require, for all relevant arguments, outer terms

Ĵβ P d : Tmo (Ido (J P d refl) d),

and
J̃β P d : Tmo (Ido (Jβ P d) [Ĵβ P d]).

The two terms Ĵβ P d and J̃β P d can be seen as non-truncated variants of the equations
J P d refl = d and Jβ P d = refl of strong identity types.

We denote by Tw,2,e the extension of Tw,2 by these lifted equations. y

Construction 7.5. Let C be an acyclic model of Tw,2. We construct a fibrant congruence
C̃ on C.

Furthermore, if C includes the marked equations of some equational extension Te, then
so does C̃.

Construction. We work internally to the presheaf category Psh C. Using the results of
section 3.3, we can pretend that we have Σ-types in this construction.
• Two inner types A,B : TyC are congruent in C̃ if there exists an outer equality between A
and B in ty.
• Two inner terms a : TmC A and b : TmC B are congruent in C̃ if there exists an outer
equality between (A, a) and (B, b) in (X : ty)× tm X. Because C is acyclic, given any two
congruent terms a : TmC A and b : TmC B and an outer equality p : Ido A B, we can find
an outer equality q : Ido (p? a) b between a and b lying over p.

The fact that these relations are equivalence relations follows from the existence of reflexivity
outer equality and inverses and compositions of outer equalities.

We can also check the fibrancy of C̃. Take two congruent inner types A and B and a term
a : Tm A. We have a path p : Ido A B and can transport a to p? a : Tm B. Furthermore,
(a ∼ p? a) ∈ C̃, as needed.

It remains the compatibility of C̃ with dependent types and terms, as well as with the
operations of Tw. Since C̃ is defined by the outer identity types of C, this follows from the
fact that all operations of C preserve the outer identity types.

For instance, for the Id-type former, we have (A1 ∼ A2) ∈ C̃, (x1 ∼ x2) ∈ C̃ and
(y1 ∼ y2) ∈ C̃. Thus we have outer equalities p : Ido A1 A2, qx : Ido (α? x1) x2, and
qy : Ido (α? y1) y2. Note that the acyclicity of C is used to ensure that qx and qy lie over p and
not some other outer equality between A1 and A2. We can view Id in C as an operation from
(A : ty)× (x : tm A)× (y : tm A) to ty. From p, qx and qy, we obtain some outer equality
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between (A1, x1, y1) and (A2, x2, y2), seen as elements of (A : ty)× (x : tm A)× (y : tm A).
Using the action on outer equalities of Id, we derive an outer equality between Id {A1} x1 y1

and Id {A2} x2 y2, as needed.
For higher-order type-theoretic operations, we need to the outer Π-types to encode the

higher-order arguments. For instance, the Π-type former can be seen as an operation from
(A : ty)× (B : tm A→ ty) to ty.

7.3. Coherence for non-strict type theories.

Lemma 7.6. Let 0w[X] be a cellular model of Tw. Assume that there exists a higher
congruence ι : 0w[X]→ C satisfying the following properties:
(1) The morphism ηX : 0w[X] → 0s[X] factors through ι: we have a morphism G :

Modw(C → 0s[X]) such that ηX = ι ·G.
(2) For every pair of inner types A,B : TyC, if Ido A B is inhabited in C, then G A = G B,

and similarly, for every pair of inner terms a, b : TmC A, if Ido a b is inhabited in C,
then G a = G b.

(3) The higher congruence C includes the equations of Te.
(4) The model C of Tw,2 is acyclic.
Then ηX : 0w[X]→ 0s[X] is a weak contextual equivalence.

Proof. We consider the congruence C̃ constructed in construction 7.5. The congruence C̃ does
not meet the conditions of lemma 6.2, but only because C is not a contextual model, and we
have not shown that non-contextual models admit quotients. However, we can simply restrict
our congruence to the contextual core cxl C. We write j for the inclusion j : cxl C → C.

We obtain a quotient QC̃ that is a model of Ts, and the quotient inclusion qC̃ : cxl C → QC̃
is a strong contextual equivalence. The assumption 2 implies that C̃ ⊆ ker(j ·G). We can
then conclude similarly to the proof of lemma 6.3: (j ·G) : cxl C → 0s[X] factors through
some map r : QC̃ → 0s[X], and since QC̃ is a model of Ts, the universal property of 0s[X]
yields a section s : 0s[X]→ QC̃ of r.

cxl C

C QC̃

0w[X] 0s[X]

∼ j
qC̃

∼

G r

ι′

ι
∼

ηX

s

Since 0w[X] is contextual, ι factors through some map ι′ : 0w[X] → cxl C. By 2-out-of-3,
ι′ is also a weak equivalence. By the universal property of 0w[X], we also have an equality
ηX · s = ι′ · qC̃ .

We can now check that ηX is a retract of ι′ ·qC̃ . Indeed, the following diagram commutes.

0w[X] 0w[X] 0w[X]

0s[X] QC̃ 0s[X]

ηX ι′·qC̃ ηX

s r
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Since ι′ · qC̃ is a composition of two weak equivalences, and weak equivalences are closed
under compositions and retracts, ηX : 0w[X]→ 0s[X] is a weak equivalence.

For every cellular model 0w[X] of Tw, there is a corresponding cellular model 0w,2,e[X]
of Tw,2,e, defined as the image of 0w[X] by the left adjoint Lw,2,e : Modw → Modw,2,e
to the forgetful functor Rw,2,e : Modw,2,e → Modw. We denote the universal morphism
in Modw(0w[X] → 0w,2,e[X]) by ηXw . In practice, we will apply lemma 7.6 to the models
0w,2,e[X], which can be seen as the higher congruences freely generated by the equations of
Te. First, we show that the morphism ηX : 0w[X]→ 0s[X] factors through ηXw : 0w[X]→
0w,2,e[X].

Construction 7.7. Any model C : Modw is canonically extended to a model C= of Tw,2,
whose outer identity types correspond to the definitional equality of C. We construct it in
the internal language of Psh C. The outer family is given by the presheaf universe PshC .

TyoC= , PshC

Tmo
C= A , A

The outer type families tm is defined by seeing the presheaf family Tm as a family of elements
of the presheaf universe.

tm A , Tm A

The outer identity types and outer Π-types are given by the extensional equality types and
dependent function types of the presheaf model Psh C.

Ido x y , (x = y)

Πo A B , (x : Tm A)→ B x

As we have isomorphisms of presheaves Singlo x ' 1 and the terminal presheaf 1 is repre-
sentable, the outer family has representable singletons, as required.

Whenever C is actually a model of Ts, then C= includes the equations of Te.

The construction of construction 7.7 can be seen as a variant of the Yoneda embedding
よ : C → Ĉ. The presheaf category Ĉ is one of the intended models of two-level type
theory [ACK17], with Tw or Ts as the inner theory and extensional type theory as the outer
theory. The Yoneda embedding is a morphism of models of Tw or Ts (and a contextual
isomorphism). Because the sort Tmo is not representable in the theory Tw,2, the construction
of C= can stay over the category C instead of moving to the presheaf category Ĉ.

For any cellular model 0w[X], by the universality of the arrow ηXw : 0w[X]→ 0w,2,e[X]
and construction 7.7, we have a morphism ηXs : 0w,2,e[X] → (0s[X])= of models of Tw,2,e
such that ηXw · ηXs = ηX in Modw(0w[X]→ 0s[X]).

0w[X] 0s[X]

0w,2,e[X]

ηX

ηXw ηXs

Theorem 7.8. Let 0w[X] be a cellular model of Tw. If the map ηXw : 0w[X]→ 0w,2,e[X] is
a weak contextual equivalence and the model 0w,2,e[X] is acyclic, then the map ηX : 0w[X]→
0s[X] is a weak contextual equivalence.
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Proof. Since ηXw is a weak contextual equivalence, 0w,2,e[X] is indeed a higher congruence
on 0w[X]. We check that it satisfies the conditions of lemma 7.6. We have just proven
that condition 1 holds: ηX : 0w[X] → 0s[X] factors through ηXw : 0w[X] → 0w,2,e[X], as
ηX = ηXw · ηXs .

The morphism ηXs : 0Xw,2,e → (0s[X])= preserves outer equalities, which implies that
condition 2 of lemma 7.6 is satisfied.

The last two conditions of lemma 7.6, namely the facts that 0w,2,e[X] includes the
equations of Te and is acyclic, hold respectively by definition of 0w,2,e[X] and by assumption
of the present proposition.

Therefore, by lemma 7.6, the map ηX is a weak contextual equivalence.

Theorem 7.9. Let Tw be a type theory with a cumulative hierarchy of universes and weak
identity types, and let Ts be an extension of Tw by a family of equations Te.

If, for every cellular model 0w[X] of Tw, the map ηXw : 0w[X] → 0w,2,e[X] is a weak
equivalence and the model 0w,2,e[X] of Tw,2 is acyclic, then the type theories Tw and Ts are
Morita equivalent.

Proof. By proposition 5.4 and theorem 7.8.

8. Existence of freely generated higher congruences

In the previous section, we have established that in order to prove the conservativity of the
extension of a theory Tw by a family of equations Te, it suffices to check two conditions for
each cellular model 0w[X] of Tw: that the map ηXw : 0w[X]→ 0w,2,e[X] is a weak contextual
equivalence and that the model 0w,2,e[X] is acyclic.

In this section, we investigate the first of these two conditions, which we view as a way
to state that the higher congruences freely generated by the equations of Te exist. Our claim
is that this condition does not really depend on the equational extension Te, but rather
on the fact that the internal equalities of the weak theory Tw are well-behaved. We have
already said in section 4 that the well-behavedness of the internal equalities of Tw can be
tested by the fact that Tw is semi-model. We conjecture that these two ways of expressing
the well-behavedness of the internal equalities of Tw are actually equivalent.

Conjecture 8.1. Let Tw be a theory over the theory of cumulative CwFs with universes
and weak identity types. The theory Tw is semi-model if and only if for every cellular model
0w[X] and equational extension Te of Tw, the canonical morphism ηXw : 0w[X]→ 0w,2,e[X]
is a weak contextual equivalence. y

Instead of proving the full conjecture, we will only prove that the maps ηXw : 0w[X]→
0w,2,e[X] are weak equivalences under some additional assumptions:
• We assume that the type theory Tw includes Π-types with a strict β-rule.
• We assume that 0w,2,e[X] is acyclic. This fact is required anyway to apply theorem 7.9,
and it simplifies the proof quite a bit.
• We assume that the computation rules of identity types are marked in Te.

Construction 8.2. Let Tw be a theory over the theory of cumulative CwFs with universes,
weak identity types and Π-types with a strict β-rule.

Let C be a model of Tw. We extend C to a model C' of Tw,2,e.
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Construction. We work internally to Psh C.
The outer types are the coproduct of the presheaves of inner types at each universe level.

TyoC' , (n : N)× TyC,n

Tmo
C' (n,A) , TmC,n A

The outer types of codes for the inner terms are:

tm A , (n,A)

The outer identity types are interpreted by the inner identity types.

Ido {(n,A)} x y , (n, Id {A} x y)

And the outer Π-types are interpreted by the inner Π-types.

Πo : {n : N}(A : TyC,n)(B : TmC,n A→ TyoC)→ TyoC

Πo A (m,B) , (max n m,Π A B)

Above, A : TyC,n is an inner type of C at level n, B is a dependent type over A at level m,
and the outer Π-type Πo A (m,B) is given by the inner Π-type at level max n m.

Finally, we have to provide an interpretation for every marked equation of Te. Take
a cellular model 0w[X] and a marked equation p :

∣∣Tm0w[X]

∣∣ (Id {A} a b). For every
morphism F : 0w[X] → (C � Γ), we have to construct p̂ : |Tmo

C' |Γ (Ido (F a) (F b)) and
p̃ : |Tmo

C' |Γ (Ido (F p) [p̂]). Since the outer identity types of C' are interpreted by the inner
identity types, we can simply define p̂ , F p.

The term p̃ should then be an inhabitant of the outer type Ido (F p) [F p]. Recall that
[F p] : Tm (Id (F a) (F b)) is defined as the outer transport of refl {F a} over F p. Now that
outer transport coincides with inner transport, this is just the composition refl {F a} · F p.
Thus p̃ is simply an instance of the left identity law for path composition.

Theorem 8.3. Let Tw be a theory over the theory of cumulative CwFs with universes, weak
identity types and Π-types with a strict β-rule. Let Ts be the equational extension of Tw by a
family of equations Te, such that the computation rule of identity types is marked in Te.

Given a cellular model 0w[X] of Tw, if the model 0w,2,e[X] of Tw,2,e is acyclic, then the
map ηXw : 0w[X]→ 0w,2,e[X] is a weak contextual equivalence

Proof. We will denote the components of 0w[X] and 0w,2,e[X] by Tyw, Tyw,2,e, Tmw, Tmw,2,e,
etc.

From the model (0w[X])' of Tw,2,e constructed in construction 8.2, we obtain a retraction
r : 0w,2,e[X]→ (0w[X])' of the map ηXw : 0w[X]→ 0w,2,e[X]. From this data we know that
given any type A of 0w[X] and term a of type ηXw A, there is some term a0 of type A, namely
a0 , r a. In order to show the weak term lifting property, it remains to show that ηXw a0

and a are always equal up to inner equality. In fact we will show that they are even equal up
to outer equality.

We construct a model 0w,2,e[X]• of Tw,2,e for this purpose. We present it as a displayed
model over 0w,2,e[X], which means that all of its components depend on the corresponding
components of 0w,2,e[X] (we say that they are displayed over the base components).

We will present 0w,2,e[X]• using the internal language of Psh 0w,2,e[X]. For this purpose,
we make use of the Yoneda embedding よ : 0w,2,e[X] → Psh 0w,2,e[X]. An inner type
A :
∣∣Tyw,2,e

∣∣
Γ
can be represented internally by a global element A :よΓ → Tyw,2,e, and inner

terms and outer types and terms can be represented similarly.
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We also need to internalize the actions of the map (r·ηXw ) : 0w,2,e[X]→ 0w,2,e[X]. In order
to simplify the notations, we will just write r for the internalized actions of this map. Note
that any context in the image of ηXw can be seen as a telescope of inner types. Thus given any
context Γ of 0w,2,e, we have a global element (r Γ) : Ty?w,2,e. Given a morphism f : 0w,2,e(∆→
Γ), we have a global natural transformation (r f) : Tm?

w,2,e (r ∆)→ Tm?
w,2,e (r ∆). Given an

inner type A :よΓ → Tyw,2,e, we have (r A) : Tm?
w,2,e (r Γ)→ Tyw,2,e. Given an inner term

a : (γ :よΓ)→ Tmw,2,e (A γ), we have (r a) : (γ : Tm?
w,2,e (r Γ))→ Tmw,2,e (r A γ). Given

an outer type A : よΓ → Tyow,2,e, we have (r A) : Tm?
w,2,e (r Γ) → Tyw,2,e. Given an outer

term a : (γ :よΓ)→ Tmo
w,2,e (A γ), we have (r a) : (γ : Tm?

w,2,e (r Γ))→ Tmw,2,e (r A γ).
Since we assume that 0w,2,e[X] is acyclic, we can make use of the internal fibrant

congruence ˜0w,2,e[X] defined in construction 7.5. We will just write (x ∼ y) when two types
(or terms) x and y are congruent in ˜0w,2,e[X]. We will write (Tyw,2,e/∼) and (Tmw,2,e/∼)

for the components of the internal quotient of ˜0w,2,e[X], and we will implicitly coerce from
the inner family to that quotient.

We now give all of the components of 0w,2,e[X]•.
• A displayed context of 0w,2,e[X]• over Γ : |0w,2,e[X]| is given by a global element

α :よΓ → (Tm?
w,2,e/∼) (r Γ).

• A displayed morphism from the displayed context α : よΓ → (Tm?
w,2,e/∼) (r Γ) to

β :よ∆ → (Tm?
w,2,e/∼) (r ∆) over a morphism f : 0w,2,e[X](Γ→ ∆) is given by a family

of equalities
f• : (δ :よ∆)→ r f (β δ) = α (よf δ).

• A displayed inner type A• in a displayed context α : よΓ → (Tm?
w,2,e/∼) (r Γ) over an

inner type A :よΓ → Tyw,2,e is a quotiented outer equality

A• : (γ :よΓ)→ A γ ∼ r A (α γ).

Similarly, a displayed outer term a• over an inner term a : (γ :よΓ)→ Tmw,2,e (A γ) is a
quotiented outer equality

a• : (γ :よΓ)→ a γ ∼ r a (α γ).

• The extension of a displayed context α : よΓ → (Tm?
w,2,e/∼) (r Γ) by a displayed inner

type A• should be a global element

α′ :よΓBA → (Tm?
w,2,e/∼) (r (ΓBA)).

By the definition of context extensions in 0w,2,e[X], we have an isomorphism

よΓBA ' (γ :よΓ)× Tmw,2,e (A γ)

and by definition of telescopes, we have an isomorphism

(Tm?
w,2,e/∼) (r (ΓBA)) ' (γ : (Tm?

w,2,e/∼) (r Γ))× (Tmw,2,e/∼) (r A γ).

Thus, up to these isomorphisms, α′ can be defined by

α′ (γ, a) , (α γ, a),

where a : Tmw,2,e (A γ) is transported to an element of (Tmw,2,e/∼) (r A (α γ)) thanks
to A• γ : (A γ) ∼ r A (α γ).
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• A displayed outer type in a displayed context α :よΓ → (Tm?
w,2,e/∼) (r Γ) over an outer

type A :よΓ → Tyow,2,e is a natural transformation

A• : (γ :よΓ)→ Tmo
w,2,e (A γ)→ (Tm?

w,2,e/∼) (r A (α γ)).

A displayed outer term of type A• over an outer term a : (γ :よΓ)→ Tmo
w,2,e (A γ) is a

quotiented outer equality

a• : (γ :よΓ)→ A• γ (a γ) ∼ r a (α γ).

• We now define the displayed outer identity type. Take a displayed context α : よΓ →
(Tm?

w,2,e/∼) (r Γ), a displayed type

A• : (γ :よΓ)→ Tmo
w,2,e (A γ)→ (Tm?

w,2,e/∼) (r A (α γ)).

over an outer type A :よΓ → Tyow,2,e and displayed outer terms x• and y•. The displayed
outer identity type (Ido• {A•} x• y•) is defined by:

(Ido• {A•} x• y•) : (γ :よΓ)→ Tmo
w,2,e (Ido {A γ} (x γ) (y γ))→

(Tm?
w,2,e/∼) (Id {r A (α γ)} (r x (α γ)) (r y (α γ)))

(Ido• {A•} x• y•) γ p , refl (r x (α γ)),

where the above line is well-typed thanks to the fact that (r x (α γ)) ∼ (r y (α γ)),
which is derived from x• γ : A• γ (x γ) ∼ r x (α γ), y• γ : A• γ (y γ) ∼ r y (α γ) and
p : x γ ∼ y γ.

The reflexivity outer term

(reflo• {A•} x•) : (γ :よΓ)→ (Ido• {A•} x• x•) γ (reflo (x γ)) ∼ refl (r x (α γ)),

follows from the reflexivity of (∼).
• The extension of contexts by outer singletons is defined similarly to the extension by
inner terms. Given a displayed context α : よΓ → (Tm?

w,2,e/∼) (r Γ), a displayed
outer type A• and a displayed outer term x•, we need to define α′ : よΓBSinglo x →
(Tm?

w,2,e/∼) (r (ΓB Singlo x)). We have isomorphisms

よΓBSinglo x ' (γ :よΓ)× (y : Tmo
w,2,e (A γ))× (p : Tmo

w,2,e (Ido (x γ) y)),

and

(Tm?
w,2,e/∼) (r (ΓB Singlo x)) ' (γ : (Tm?

w,2,e/∼) (r Γ))×
(y : (Tmw,2,e/∼) (r A γ))×
(p : (Tmw,2,e/∼) (Id (r x γ) y)).

We can therefore define

α′ (γ, y, p) , (α γ,A• γ y, refl (r x (α γ))),

where the fact that refl (r x (α γ)) is in (Tmw,2,e/∼) (Id (r x (α γ)) (A• γ y)) follows from
x• γ : A• γ (x γ) ∼ (r x (α γ)) and p : x γ ∼ y.

To define the outer identity type elimination structure over a displayed context α :
よΓ → (Tm?

w,2,e/∼) (r Γ), take a displayed outer type A•, a displayed outer term x•, a
displayed outer type

P • : (γ :よΓ) (y : Tmo
w,2,e (A γ)) (p : Tmo

w,2,e (Ido (x γ) y))→
Tmo

w,2,e (P γ y p)→ (Tm?
w,2,e/∼) (r P (α′ (γ, y, p)))
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over the displayed context α′ defined above, and displayed outer terms

d• : (γ :よΓ)→ P • γ (x γ) (reflo x) (d γ) ∼ r d (α γ),

y• and p•.
We need to construct

Jo• : (γ :よΓ)→ P • γ (y γ) (p γ) (Jo (P γ) (d γ) (y γ) (p γ)) ∼ r (Jo P d y p) (α γ).

Fix γ :よΓ. By outer path induction, it suffices to show that

P • γ (x γ) (reflo x) (Jo (P γ) (d γ) (x γ) (reflo x)) ∼ r (Jo P d y p) (α γ).

On the left hand side of this equation, we have

P • γ (x γ) (reflo x) (Jo (P γ) (d γ) (x γ) (reflo x)) ∼ P • γ (x γ) (reflo x) (d γ)

by the weak computation rule for outer identity types and

d• : P • γ (x γ) (reflo x) (d γ) ∼ r d (α γ).

On the right hand side, we can compute

r (Jo P d y p) (α γ) = J (r P (α γ)) (r d (α γ)) (r y (α γ)) (r p (α γ)).

By p•, we have r p (α γ) ∼ refl (r x (α γ)), so we can deduce

r (Jo P d y p) (α γ) ∼ J (r P (α γ)) (r d (α γ)) (r x (α γ)) refl,

and since the computation rule of identity types is marked in Te, we derive

r (Jo P d y p) (α γ) ∼ r d (α γ),

completing the derivation of Jo•.
In order to define Jo•β , we need to prove, for every γ :よΓ, that

r (Joβ P d y p) (α Γ) ∼ refl d.

This follows from the definition of Joβ in the model (0w[X])' and the fact that the
computation rule of weak identity types is marked in Te.
• We also have to define the displayed outer Π-types. Take a displayed context α :よΓ →

(Tm?
w,2,e/∼) (r Γ), a displayed inner type A• and a displayed outer type

B• : (γ :よΓ) (a : Tmw,2,e (A γ))→ Tmo
w,2,e (B γ a)→

(Tmw,2,e/∼) (r B (α γ) (r a (α γ))).

The displayed outer Π-types are then defined by

Πo• A• B• : (γ :よΓ)→ Tmo
w,2,e (Πo (A γ) (B γ))→

(Tmw,2,e/∼) (r (Πo A B) (α γ))

(Πo• A• B•) γ f , lam (a 7→ B• γ a (appo f a)),

where r (Πo A B) (α γ) computes to Π (r A (α γ)) (r B (α γ)) and A• γ is used to coerce
between terms of type A γ and terms of type r A (α γ).

To define the displayed outer lambda abstraction lamo• b• given a displayed outer term
b• : (γ : よΓ)(a : Tmw,2,e (A γ)) → B• γ a (b a) ∼ r b (α γ, a), we need to prove a
quotiented outer equality

(γ :よΓ)→ lam (a 7→ B• γ a (appo (lamo b) a)) ∼ r (lamo b) (α γ).
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Fix γ :よΓ. We can compute r (lamo b) (α γ) = lam (a 7→ r b (α γ, a)), so it suffices to
show, given a : Tmw,2,e (A γ), that B• γ a (appo (lamo b) a) ∼ r b (α γ, a). This follows
from b• γ and the fact that the β-rule for inner Π-types is strict.

To define the displayed outer application appo• f• a• given displayed terms f• : (γ :
よΓ) → (Πo• A• B•) γ f ∼ r f (α γ) and a• : (γ : よΓ) → a γ ∼ r a (α γ), we need to
prove a quotiented outer equality

(γ :よΓ)→ B• γ a (appo f a) ∼ r (appo f a) (α γ).

Fix γ :よΓ. We can compute r (appo f a) (α γ) = app (r f (α γ)) (r a (α γ)). By f• and
a• we have app (r f (α γ)) (r a (α γ)) ∼ app (lam (a′ 7→ B• γ a′ (appo f a′))) (a γ). We
can conclude using the fact that the β-rule for inner Π-types is strict.

We omit the definition of the extensionality structure of the displayed Π-types.
• The definitions of the displayed operations of the inner layer follow from the fact that the
congruence (∼) and the morphisms r and ηXw preserves these operations.
• Because the displayed inner types and terms are propositional in this model, the strict
equalities of the inner layer are automatically strict in 0w,2,e[X]•.
• Finally, we have to construct displayed outer terms p̂ and p̃ for every marked equation p
of Te over a displayed context α :よΓ → (Tm?

w,2,e/∼) (r Γ). This means that we have to
show, for every γ :よΓ, that r p̂ (α γ) ∼ refl and r p̃ (α γ) ∼ refl.

We have r p̂ (α γ) = r p (α γ) by definition of r, r p (α γ) ∼ p γ by induction hypothesis,
p γ ∼ [p̂ γ] is witnessed by the outer equality p̃, and [p̂ γ] ∼ refl by definition of [−], so the
first equality holds.

For the second equality, r p̃ (α γ) was defined by some instance Jβ of the weak
computation rule for the inner equality, and Jβ ∼ refl because Jβ is marked in Te.
Thus we have constructed a displayed model 0w,2,e[X]• over 0w,2,e[X], and the universal

property of 0w,2,e[X] gives us a section of 0w,2,e[X]•.
For every context Γ of 0w,2,e[X]•, we obtain αΓ : よΓ → (Tm?/∼) (r Γ). A direct

induction on contexts shows that for every context Γ of 0w[X], the map α(ηXw Γ) :よηXw Γ →
(Tm?/∼) (r (ηXw Γ)) is essentially the quotienting map Tm? (ηXw Γ)→ (Tm?/∼) (ηXw Γ), up
to the canonical isomorphism よηXw Γ ' Tm? (ηXw Γ) and the equality r ◦ ηXw = ηXw .

Now for every context Γ of 0w[X], inner type A in Γ and inner term a of type ηXw A, the
section of 0w,2,e[X]• provides a proof of (γ :よηXw Γ)→ a γ ∼ r a (α(ηXw Γ) γ). Since α(ηXw Γ)

is essentially the identity map, this proves that r a is a weak lift of a.
Thus ηXw satisfies the weak term lifting property, and is indeed a weak contextual

equivalence.

Theorem 8.4. Let Tw be a theory over the theory of cumulative CwFs with universes, weak
identity types and Π-types with a strict β-rule. Let Ts be the equational extension of Tw by a
family of equations Te, such that the computation rule of identity types is marked Te .

If every cellular model 0w[X] is acyclic, then the theories Tw and Ts are Morita equivalent.

Proof. By theorem 7.9 and theorem 8.3.

Towards a proof of conjecture 8.1. The reverse implication of conjecture 8.1 should
easily be provable as a consequence of the following lemma and general recognition theorems
for left semi-model structures.
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Lemma 8.5. Let Tw be some type theory and Te be the equational extension consisting of
the marked equality

(A : U)(x, y : A)(p : Id x y)→ (p : Id x y).

Note that this adds the equality reflection rule to the strong type theory Ts defined by Te, but
we only consider the two-level type theory Tw,2,e here.

If for every cellular model 0w[X], the morphism ηXw : 0w[X] → 0w,2,e[X] is a weak
contextual equivalence, then every basic J-cellular extension j : 0w[Y ]→ 0w[Y ][Γ ` p : Id a b]
with a cellular source is a weak contextual equivalence.

Proof. Consider the following square.

0w[Y ] 0w,2,e[Y ]

0w[Y,Γ ` p : Id a b] 0w,2,e[Y,Γ ` p : Id a b]

ηYw

j j′

η
(Y,p:Id a b)
w

We want to prove that j is a weak equivalence. The horizontal maps are weak equivalences
by assumption, so it suffices to check that j′ is a weak equivalence.

The marked equality of Te implies that inner and outer equalities are equivalent in
models of Tw,2,e, and we can derive from this a weak equivalence

0w,2,e[Y,Γ ` p : Id a b]→ 0w,2,e[Y,Γ ` p : Ido a b].

Now proposition 4.10, applied to the outer layer, implies that

j′′ : 0w,2,e[Y ]→ 0w,2,e[Y,Γ ` p : Ido a b]

is a weak equivalence, and we can conclude by 2-out-of-3.

The forward implication of conjecture 8.1 is significantly more complicated. We believe
that it can be proven by refining construction 8.2 and theorem 8.3 to work without our
simplifying assumptions.
• If the weak type theory Tw does not include Π-types with strict β, we cannot equip 0w[X]
with the structure of a model of Tw,2,e to obtain the morphism r : 0w,2,e[X] → 0w[X].
However, when Tw is semi-model, we should be able to construct another model M of
Tw,2,e, along with a contextual isomorphism 0w[X] → M. We would then obtain the
following diagram.

0w[X] M

0w,2,e[X]

ηXw

∼

r

It should then be possible to proceed similarly to theorem 8.3.
There may be several possible constructions of the model M. If there are no marked

equations in Te, we can let M be the presheaf category 0̂w[X]. This is used in the
conservativity proof for two-level type theory of [ACK17, Proposition 2.17]. This choice
does not work if Te is non-empty.

Using something based on space-valued presheaves, instead of set-valued presheaves,
could maybe work. Our approach, that almost works, is to choose M , (Modcxl

w )op, the
dual of the category of contextual models of Tw.
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Indeed, that category can be equipped with the structure of a model of Tw as follows.
An inner type (resp. term) over a context C : Modcxl

w is a closed type (resp. term) of C.
The extension of an context C by a type A is the free extension C[a : A]. All type-theoretic
operations over a context C are interpreted by the corresponding type-theoretic operations
of C at the empty context.

It can be shown that the unique morphism 0w → (Modcxl
w )op is a contextual isomorphism.

More generally, for any contextual model C, we have a contextual isomorphism C →
(Modcxl

w /C)op defined by induction on the contexts of C.
The model (Modcxl

w )op can almost be extended to the outer layer of Tw,2,e. An outer
type over C is a cellular extension i : C → C[X], and an outer term of i : C → C[X] is
a retraction of i. The outer identity type over i : C → C[X] is interpreted by a relative
cylinder object for i. The outer identity type eliminator is interpreted using the weak term
lifting property of trivial cofibrations, which are weak equivalences when Tw is semi-model.
This construction is essentially the same as the homotopy theoretic model of identity types
of [AW09]. It suffers from the same problem as the model of [AW09]: the eliminator for
the outer identity types is not stable under substitution.

The interpretation of the outer Π-types is however unproblematic, in particular thanks
to the fact that outer types are cellular extensions, rather than arbitrary cofibrations:
given a closed type A of C and a cellular extension C[a : A] → C[a : A][X], the outer
Π-type is represented as the cellular extension C → C[a : A ` X] (i.e. (a : A) is added as
an argument of every generating term of X).

To use this construction, we would thus need another coherence theorem, showing that
Tw,2,e is equivalent to its variant with an outer identity type eliminator that is not stable
under substitution.
• If we don’t assume that 0w,2,e is acyclic, the definition of the displayed model 0w,2,e[X]•

used in theorem 8.3 would have to be more complicated. Many of its components that are
propositional in the current proof would become proof-relevant.

The inclusion of the computation rules for identity types and Π-types in Te is only used
to simplify the construction of 0w,2,e[X]• using the acyclicity of 0w,2,e, and shouldn’t be
needed in the general case.
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